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framework is to preserve the latent detail information of the noisy image while removing
the noise with an appropriate smoothing and feasible sharpening. The proposed method is
executed in two steps. First, the sub-band replacement and fusion process based on accel-
erated version of the Bayesian non local means method are implemented to enhance the

g?{gg;g:, learning weak edges that often result in low gradient magnitude and fade out during the de-noising
Wavelet transform process. Then, a truncated beta-Bernoulli process is employed to infer an appropriate dic-
Sub-band replacement tionary of the edge enhanced data to obtain de-noising results precisely. Numerical simu-
Fusion estimation lations are performed to substantiate the restoration of the weak edges through sub-band
Factor analysis replacement and fusion process. The proposed de-noising scheme is validated through vi-

Image de-noising sual and quantitative results using well established metrics.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Restoration of images affected by inevitable noise is an important task in digital image processing. The main challenge in
image de-noising is to eliminate noise effectively from a corrupted image by reconstructing an approximation of the clean
image while preserving its latent information such as corners and edges [1-3]. The algorithms that fail to distinguish latent
features from noise produce blurry outputs with de-noising artifacts [3]. The non-local means (NLM) based techniques, such
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Table 1

Comparison of image de-noising methods for House image based on PSNR values for mismatched estimations of o.
o 10/28.13 15/24.61 20/22.11 25/20.18
Methods 0,5 o o5 045 o o5 0.5 o o5 0,5 o o_s
OBNL 3558 3575 3549 34.06 34.07 33.79 32.82 3281 3256 31.72 31.73 31.54
K-SVD 3519 3598 3357 34.01 3432 32,60 33.00 3320 31.84 32.06 3215 3115
BM3D 3560 36.71 3042 3444 3494 3092 3352 3370 3130 3272 32.86 31.26
BPFA 36.28 3630 36.28 3449 3451 3453 3326 3325 3324 3223 3224 3225
Proposed 36.70 36.72 36.72 35.03 35.05 35.07 3391 3390 33.89 32.86 32.86 32.87

as Bayesian NLM filtering, often perform well in maintaining sharp edges and corners (see for instance [4]). However, an
important drawback of these algorithms is that the image is not processed if no similar patches are found. Moreover, the
estimation of noise parameters is very delicate [5].

Optimization based methods have been effective in removing noise while preserving image structure (see, for example,
[1,2]). Among those, K-means singular value decomposition (K-SVD) has demonstrated significant advantages [7]. It uses an
over-complete learned dictionary matched to the images of interest. This works effectively on de-noising as the learned
dictionaries render more adaptive priors for Bayesian estimation [4]. Unfortunately, the K-SVD algorithm is conditional since
it applies only to the cases where the error parameter matches the ground truth [8]. In uncertainty an appropriate setting
for finding K-SVD does not possess the adaptive dictionary of the similar pixel matching values in general. Therefore, the
setting of either a sparsity level and a predefined dictionary size or an error threshold is required to determine the patch-
specification. Other well known recent methodologies include block-matching 3D filtering (BM3D) [9], learned simultaneous
sparse coding (LSSC) [10], trainable nonlinear reaction diffusion (TNRD) [11], non-locally centralized sparse representation (NCSR)
[12], weighted nuclear norm minimization (WNNM) [14], patch group prior based de-noising (PGPD) [17], and shrinkage fields
[18]. These methods show good performance in cases where an error parameter matches to the ground truth in the form of
an exact noise variance [8]. However, their performance is significantly affected if the settings do not agree with the ground
truth. The interested readers are referred, for instance, to [5] and Table 1 for further details.

In order to mitigate the aforementioned problem of matching the ground truth, a Bayesian non-parametric method,
coined as beta process factor analysis (BPFA), has been suggested by Zhou et al. [5]. The beta process is derived by an under-
lying Poisson process, and its properties as a stochastic process for Bayesian modeling are well understood [19]. The purpose
of using such a non-parametric Bayesian approach based on beta Bernoulli process is to infer the relative information in a
non-parametric fashion. Besides, in BPFA method, the automatic inference of the sparsity level of the coefficients has been
performed [5]. However, experimental results of the BPFA method in terms of peak signal-to-noise ratio (PSNR) do not corre-
late with outputs of related algorithms to achieve a state of the art performance [2]. Since the weak edges have low gradient
magnitude and are similar to the background structure of noisy image, they are often corrupted by false or degraded edge
formations during usual de-noising processes [2,8].

The aim of this article is to design a hybrid image de-noising framework with an integrated parameter selection scheme
to handle substantially high noise having unknown variance. The main motivation behind this investigation is to design a
hybrid Bayesian technique that benefits from the non-local property in keeping the latent features intact while availing the
advantages of the dictionary learning with adaptive priors in removing the idiosyncratic noise from the corrupted image.
The central idea is to effectively work in uncertainty of noise parameters where contemporary de-noising techniques often
show compromised performance, and to substantiate that the dictionary redundancy performance of the dictionary learning
system can be improved [7].

Towards this end, a two-step strategy is adopted. The first step consists of applying an optimized Bayesian NLM filtering
using two different sets of parameters to noisy image followed by a sub-band replacement and fusion process. This hybrid
application to the given noisy image provides the processed data with enhanced edges and corners. In the second step,
dictionary learning is performed using adaptive patch size with a non-parametric Bayesian estimation.

The application of the NLM algorithm on noisy image, with appropriately tuned pairs of regularization parameters, patch
sizes and search window sizes, furnishes two processed images, one with enhanced smooth regions (i.e. enhanced low fre-
quency contents) and one with enhanced sharp regions (i.e. enhanced high frequency contents). Then a sub-band replace-
ment is performed since the image with enhanced smooth regions (respectively sharp regions) may have degraded high
(respectively low) frequency contents. These contents are replaced with those of the noisy image to obtain first stage pro-
cessed images. The basic role of the proposed sub-band replacement is to preserve the salient features of the noisy image.
The band splitting is achieved using multi-resolution wavelet transform [13,15,16]. The first stage processed images are then
fused with the given noisy image for balancing the relevant information that may have been gotten out of place during the
replacement procedure. The combining parameters in the fusion process are the weights estimated in terms of the Shannon
entropy of the first stage processed images and the estimated noise variance of the noisy image. The process of fusion then
provides two second stage processed images. We once again use NLM filtering to further refine the second stage images
in order to remove the artifacts appeared because of sub-band replacement and fusion with the noisy image. The resulting
images are then fused together furnishing the final stage processed data. In the second step of the de-noising framework a
model based on truncated beta-process factor analysis [5] is invoked to separate the salient covariance configuration of the
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data set from the idiosyncratic noise. This approach of dictionary learning is used to combine possibly weak predictors of
an input noisy image in order to produce a unified predictor of strong edges with good noise reduction.

In many applications one may not know the exact noise variance in the confidence of the estimate [5]. The proposed
method allows to relax other assumptions that have been made for image de-noising [4]. It provides a wide-ranging frame-
work to handle the significant details of noisy images and is better parameterized to be state-of-the-art image de-noising
approach. The obtained results in terms of PSNR are encouraging from the point of view of recovering the natural and
synthetic image signals.

The contents of this article are arranged in the following manner. The band splitting, parameter initialization and
Bayesian NLM algorithm are discussed in Section 2. The sub-band replacement and fusion process with adaptive weights are
elaborated in Section 3. Then the method of dictionary learning using the beta-Bernoulli process is presented in Section 4.
A few numerical experiments are conducted in Section 6 to compare the proposed method with its counterparts and to
substantiate its efficiency and advantages. Finally, the conclusions are drawn in Section 7.

2. Mathematical modeling
2.1. Parameter evaluation

Let © ¢ 22 be a bounded rectangular grid. Let U = {u(i) |i € Q} and V = {v(i) |i € @} be the true and realized images,
respectively, such that

v(i) = u(i) + n(), i=(i1,i2) € 2, (1)

where u(i) e Ry and v(i) € R, are the intensities of gray level and n(i) is an independent and identically different (i.i.d.)
Gaussian random noise with zero mean and variance o2 at pixel i € Q. The continuous image is interpreted as the Shannon
interpolation of the discrete grid of samples v(i) over 2. The goal here is to de-noise V in order to reconstruct true image U.

The rest of this section is dedicated to initializing and debating de-noising parameters, and to recalling the NLM filtering
procedure.

2.2. Band splitting and noise estimation

Let j be the finest resolution level given by the size of the image V. Then the stationary wavelet transform of V, denoted
by W[V], provides four sub-band data sets at the resolution level j — 1. Precisely, it renders approximated data Vj(fl;, horizon-
tally detailed data Vj(ih), vertically detailed data V].(f’), and diagonally detailed data Vj(f’;). In this article, the Symmlet wavelets
are used due to their ability to preserve the continuity of weak edges in transformed domain [2].

The band splitting using wavelet operator W paves the way for noise variance estimation, which is usually unknown
and needs to be estimated from observed image V. In this framework, the median absolute deviation based noise estimation
function of Donoho and Johnstone [20] is implemented. Precisely, the noise standard deviation o is approximated from
diagonally detailed data V](f’]” by

~ . . hh
G :=1.48258 x med1an(|vj{1>|). (2)
2.3. Non-local means filtering

The NLM image de-noising algorithm was proposed by Buades et al. [3] which aims to exploit self-similarities in an image
by comparing patches across the whole image. The NLM filtering of V at pixel i, NL[V](i), is perceived as the weighted average
of all the pixel values v(j) for j € I';, where T'; is the search window centered at i and of size ¢ x q with q € N. Therefore,

NLIVIG) := Y w(i, pu(j), 3)
jeli
where w(i, j) is defined as

—[veny —vany |2
Wi, j) = < exp | B .0 .

i

with

2
—IV(N;) = V(N;
Ci ::Zexp ” ) 2 ( j)Hz’a

Jjeli

Here ||-||2,4 is @ Gaussian-weighted Euclidean norm with a? being the variance of the Gaussian, N, denotes a square neigh-
borhood of a fixed size and centered at the pixel k, V(N;) = {v(j) | j € N}, and ¢; is the normalization factor. The parameter
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Fig. 1. PSNR versus window size for Bayesian NLM method with 1 = 0.004 and patch size r = 7, in the presence of additive white Gaussian noise with
standard deviation o = 15.

h controls the decay of the exponential function and is usually proportional to . In fact, h is estimated by
h:=6n, n >0, (5)

where 7 is a regularization parameter to retrieve the detail coherence from V. Choosing a small value of n tends to produce
a noisy result, similar to V, whereas a very large value of 1 gives a smoothed image. Refer, for instance, to [2,4] for more
details on tuning the parameters for the NLM filtering.

A better parametrized version of the NLM algorithm is suggested by Kervrann et al. [4] using Bayesian approach. They
introduced local dictionaries and a new statistical distance measure to compare patches, whereas the amount of smoothing
is directly determined by the noise variance given the patch size. A major drawback of the Bayesian NLM algorithm is
the replacement of the unknown patches of U by V. Since V cannot be the exact replica of the true image U, the error
thus incurred is not negligible. Therefore, it is not effective for de-noising the images corrupted by large noise variances.
Consequently, a suitable parameter setting needs to be carefully considered. In the rest of this section the role of window
and patch sizes on de-noising is discussed.

2.4. Window and patch sizes

Most of the NLM methods use a fixed window size q x q of search zone in which similar patches are explored. A small
window size q (greater than patch size r) does not sufficiently reduce the noise. On the other hand, a very large q leads to
over-matching. Consequently, the image details are degraded [2]. In practice, the window size is chosen empirically [21,22].

The effect of window size q on de-noising process in terms of PSNR using benchmark natural images is elucidated in
Fig. 1. Two different groups of natural images based on uniform and textured regions are observed. The image data of group
A (consisting of House and Barbara, having rich texture) have increasing PSNR for increasing values of q, whereas the image
data of group B (Boat, Hill, Lena, Cameraman, Couple, and Peppers, having relatively more smooth regions) have decreasing
PSNR for increasing q (greater than 21). In this article a varying window size strategy is proposed to separately handle
smooth and oscillating regions.

At the first stage of the proposed de-noising framework, we choose a small patch size of 9 x 9 pixels (with r = 9). The
combination of suitable parameters (7, g, r) for Bayesian NLM algorithm captures the local geometric patterns and textures
without undesired distortions and renders a suitable processed noisy data for further edge enhancement.

3. Proposed method

In this section the Bayesian NLM algorithm is applied to the given noisy image V with two different sets of parameters
A1 :=(m, q1, r) and Ay := (ny, gy, 1) such that g; < g, and 717, < n4. This yields two processed images: F and G. In order
to obtain the information of the smooth region of V, the large value of 5 is used while avoiding the artifacts or mismatched
information of the smooth regions by choosing a small value of q. Therefore, the processed image F is expected to contain
enhanced information associated with low frequencies. On the other hand, in order to capture fine details or local structures,
small value of n is used while collecting more similar patches in the searching windows using a large value of q. Thus, G is
expected to enhance information associated with high frequencies.
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3.1. Sub-band replacement

Some of the important information of V may be lost during this salient information enhancement process, which can
be recovered from V using a sub-band replacement process. The method is based on the replacement of a particular sub-
band information of F or G with that of V in wavelet domain. In fact, the direct manipulation of the wavelet coefficients
sometimes develops ringing artifacts and wavelet shaped noise [2].

The processed image F tends to have a better low frequency information, yet its high frequency contents may have been
degraded during NLM filtering. Therefore, in the wavelet decomposition of F, the high frequency sub-bands are replaced with
those of noisy image V. Precisely, W|F] renders four sub-band data sets at the resolution level j — 1 given by 13](7”1) Fﬂ“l) Ffﬂ)

and F](ﬂ‘) The last three data sets consist of high frequency contents and are replaced by V](fl]) V](ih]) and V](f’]” respectively.
This yields a processed image W[I? | in the wavelet domain with sub-bands Fj(i’l) , Vj(f’l), Vj(fhl) and Vj(f’f). Subsequently, the

inverse wavelet transform, W~1, yields the first stage processed image F.

Similarly, the processed image G tends to have a better high frequency information but its low frequency contents may
have been degraded. Therefore, in the wavelet decomposition of G, the low frequency sub-band is replaced with that of
noisy image V. In this case, only G;’P] is replaced by Vﬁ? . This yields the processed image W[a] in the wavelet domain with

sub-bands V](Z) G](’i) , G;T; and Gj.’lhf. Subsequently, the inverse wavelet transform yields another first stage processed image
G. o

The first stage processed images F and G have to be merged with the given noisy image V for balancing the relevant
information that may have been gotten out-of-place during the replacement procedure. In the next section a fusion process

is introduced for preserving the latent detail information of V by merging it with F and G.
3.2. Fusion process

Let us consider the aggregation of G and V by
Wi= 1,26 + pyeV, (6)

where the weights & and u.,z are chosen according to the (Shannon) entropy H and estimated noise standard deviation &
of V. The entropy H of |VG| is given by

M-1

H=—>" plog, pr. (7)
k=0

where M = 2™ (m = 8bit) indicates the number of the different shades of gray level, p, is the probability of the gray scale k
and the magnitude of the gradient |V5| of G is based on the Sobel edge filter. The entropy H measures the detail information
content in the image. The images with higher values of H contain richer details [2]. Intuitively, if the value of H is high, G
is enriched with fine details. Thus, a large weight 4,z should be assigned to G. On the other hand, if & is small, V merits a
large weight w,z. In this regard, following weights are suggested

2Hlog, (6% +1
Mg = # and e =1— e suchthat 0 < g pyp<1. (8)

Similarly, consider the aggregation of Fand Vv by
Q= leﬁ‘*‘ MoV, ()

where the weights 1,z and u,r are defined in terms of the entropy of F and noise standard deviation & as in (8).

We call the images ® and W as the second stage processed images. At the final stage of pre-processing image V, the
Bayesian NLM filtering is applied to @ and W with parameters A and A, respectively, thereby obtaining refined images ®
and W followed by a fusion process

Y= ® + oW, (10)

considering a trade-off influence between & and ¥ where w1 and o, are computed in terms of & and W. Here Y is the
final processed image to be used as an input in the second step of the proposed imaging framework.

4. Beta process dictionary learning

In this section the second step of the proposed de-noising framework is executed. The method of non-parametric
Bayesian dictionary learning using the beta-Bernoulli process is applied to the enhanced image data Y, following [5]. First,
a vector form y of Y is considered, where the vector y € RI®? (with |Q| being the cardinality of the grid ) is attained
by lexicographic ordering. In BPFA, the dictionary and sparse coefficient vectors are perceived as random variables and the
expectation of variables is inferred nonparametrically [2]. Then, the beta process prior in terms of non-parametric factor
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analysis model is used to decompose image y (or more specifically overlapped patches of y) in terms of a product of the
factor matrix and the corresponding feature vectors. A feature vector is further decomposed into an element-wise Hadamard
product of a binary vector (indicating the absence or the presence of a feature) and a weight vector (containing feature
values). The binary vector is modeled using a Bernoulli process parameterized by a beta process. The annoying level of
noise around the edges contained in y is then removed using the Bayesian estimators for dictionary learning based on the
beta-Bernoulli process. The processed image y with enhanced edges is highly effective in terms of a mixture of the Bernoulli
processes and the mixing measure is completely random [8].

Before further discussion, we recall the definition of a two-parameter beta process. The interested readers are referred
to [2] for further details.

Definition. Let a, b € R, and #, be a base measure. Then the two-parameter beta process is represented as BP(a, b, ) and
a draw H ~ BP(a, b, Hg) may be represented as

K
H(QP) =) 05y, (0) (11)
k=1
with
0, ~ Beta(a/K, b(K — 1)/K) and @, ~ Hy, (12)

where § is the Kronecker’s delta function, ) represents a vector of K probabilities associated with ¢, drawn i.i.d. from #,
and A is a valid measure with K - oco. O

Let {xi eRP|i=1,..., N} correspond to a set of N overlapped patches, of size R x R, extracted from refined noisy image

y; where P = R2. We aim to express X; in the form
X; = Dw; + €, iE{],...,N}, (13)
where matrix D € RP*K is a dictionary of K atoms {d,< eRP | k=1,..., K} representing the columns of D, the vector w; € RK

is the coefficient vector of patch x; in the dictionary D such that Dw; ~ Xx;, and ¢; € RP represents the aggregate image noise
and (relatively small) residual error.

In order to find the de-noised version X; := Dw; of a given imaging patch one should first learn the dictionary D and
search for appropriate w; such that x; by itself is not exactly equal to X;. Towards this end, sparse vectors w; are sought, so
that D renders a compressed representation of x;. The assumption of sparsity dictates that w; can be further decomposed
as w; =z; ©s;, where z; € {0, 1}¥ contains binary valued assignments z; ~ Bernoulli(9;) with 6, ~ Beta(a/K, b(K — 1)/K)
and s; ~ NV (O, y;llk) contains the corresponding weights s; € R;. The operator @ represents the element-wise product of
vectors and Iy is K x K identity matrix, which indicates that a same precision y is used for all s;, where ys ~ Gamma(c,
d) is a non-informative gamma hyper-prior with hyper-parameters ¢, d initialized by 10-6. As K — oo the expected sparsity
level is drawn from Poisson(a/b) whereas Beta(a/K, b(K — 1)/K) approximates improper beta distribution with parameters a
and b.

In this construction, the dictionary atoms d; are modeled using multivariate zero-mean Gaussian distribution with vari-
ance P~MIp, that is, d ~ (0, P~'1p) and the error ¢; is drawn from A/(0, y¢ 'Ip) with the precision y ~ Gamma(e, f) where
hyper-parameters e and f are also initialized by 105 [5].

In a nutshell, the BPFA model can be expressed as (see, for instance, [5])

X; = DW,‘ + €;,

Wi =27 0§,

dk ~ N(O, Pillp),

Sk ~ N(O, ¥ k),

z; ~ IIX_ Bernoulli(6y). (14)
0, ~ Beta(a/K, b(K — 1)/K),

€~ N(0. 7. 'p).

¥s ~ Gamma(c, d),

Ye ~ Gammal(e, f).

Since the elements in BPFA model belong to the conjugate exponential family, the posterior inference is implemented
via Gibbs sampling method with analytic update equations [8]. The final de-noised image u (U) is finally obtained from the
processed noisy image data y by implementing BPFA model and the inference executed by Gibbs sampling.

5. Hierarchy of the proposed framework

The flow of the image processing in the proposed scheme is elaborated in Fig. 2. and is summarized below.

Step 1. Input: Noisy image V. Output: processed noisy image Y.

a. Find & of input noisy image using (2).



N. Muhammad et al./Computers and Electrical Engineering 70 (2018) 413-427 419

36— . ; 3 37
s | (a) (b) T (c)
N X N 36
B\ .\ 2 W
ik 35 Y
s i Ny LT o
N
RS 345 N ",
345 Ny 4 S Om “ Sy
RN e .~
. 34 ~
34 Y N, 34 o T
s v e - i
2 335 AN ~ Sl = :': ~
& AN > L 1N S TiE
7 NN N NN o I
€ n D . 4 8
33 < o ¥
~ ~ R
325 W e % N - 3
<
32 B Y o
SN 3 ~ 2 - -y
N ~. T
s v y v _-
30
10 15 20 25 10 15 20 25 10 15 20 25
Sigma () Sigma (6) Sigma ()
6.5 37
o (d) s0s | %, (e)
\ \
55 N 36 N
\ N
5 hA 5.5 S
\ N
35
% g L8
,\ 2 ~
£ £ 345 BN
N 4 N,
h ) e
w N
3 N 3 N
N N\
325 N, 33 N
e
N
L 4
2 325
10 15 20 25 10 15 20 25
Sigma (6) Sigma (0)

Fig. 2. Comparison of image de-noising PSNR versus o (squares), o_s (triangles) and o5 (circles) for gray scale House image of size 256 x 256. (a) OBNL
(b) K-SVD (c) BM3D (d) BPFA (e) Proposed method.

b. Apply Bayesian NLM filtering on V with Ay = (1,41, 7) to get F and with A, = (173, g, 1) to get G.
c. Perform sub-band replacement on F and G.
i. Find W[F], W[G] and WI[V]. _
ii. Replace high frequency data sets in W[F] with those of W[V] to get WI[F].
iii. Replace low frequency data set in W[G] with that of W[V] to get W[&].
iv. Apply W1 to get first stage refined images F and G.
d. Perform fusion process on F and G.
i. Define weights 1, and u,¢ satisfying (8) and evaluate second stage processed image W as the aggregation of
Gand V using (6).
ii. Define weights w,z and .,z satisfying (8) and evaluate second stage processed image & as the aggregation of
Fand v using (9). N N
iii. Apply Bayesian NLM filtering to ® with parameters A; to get ® and to W with parameters A; to get W.
iv. Choose weights 1 and u, and find the processed image Y as the aggregate of ® and W using (10).

Step 2 Input: Vector form y of noisy data Y. Output: Denoised image .

a. Estimate adaptive patch size P from || (refer to (15)) and derive basic estimation of G.
b. Construct the patches x; from y

c. Initialize the dictionary D with d, z;, s;, w;, €; as defined in BPFA model.

d. Evaluate the output image U as the average of all X; = Dw;.

6. Numerical results and discussion

This section is dedicated to the numerical validation of the proposed de-noising scheme. The quantitative comparison is
performed in terms of PSNR (in dB), which quantifies the recovery by comparing the ground truth of the input clean image
and the de-noised image. The clean image is used only for the PSNR calculation at the final stage. The computational speed
of the proposed framework is roughly twice as compared to the BPFA [5].

The performance of the proposed de-noising algorithm is compared with that of K-SVD [7], optimized Bayesian NLM
algorithm (OBNL) [4], BPFA [5] and BM3D filtering [9]. The recent de-noising algorithms take account of BM3D filtering
[9] for comparative analysis. However, the comparison of the proposed framework with BM3D algorithm is not appropriate
since BM3D assumes an a priori known noise variance which is not the case here and the crux of the proposed framework is
to infer the noise variance automatically. Nevertheless, the comparison is done for the completeness sake and to establishing
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Fig. 3. Comparison of image de-noising PSNR versus different noise variance estimations using OBNL (circles), K-SVD (squares), BPFA (diamonds), BM3D
(triangles) and proposed method (asterisks). (a) o5 (b) o¢ (c) 0_s.

the validity of the proposed framework for both the cases of a known or an unknown noise variance. It is generally predicted
that BM3D does not perform effectively in the sense of de-noising accuracy with respect to errors in the estimated noise
level [8].

The OBNL algorithm uses a Bayesian framework to derive a NLM filter, adaptive to a relevant noise model, for preserving
edges and texture details of noisy image [4]. The K-SVD algorithm learns the sparsity pattern of the coding vector using the
orthogonal matching pursuit algorithm [7]. The sparsity level is fixed and each dictionary element and dimension of sparse
matrix are jointly updated by a rank one approximation to the residual. The BPFA algorithm updates the sparsity pattern
by generating the weights and learning dictionary from Gaussian posterior distributions. The BM3D de-noising algorithm
processes blocks within the image in a sliding manner and utilizes the block-matching concept by searching for blocks which
are similar to the processed ones [9]. The proposed algorithm first sharpens the edges by improving the essential details
using Bayesian NLM framework along with application of stationary wavelet transform, sub-band replacement and fusion
process, and then exploits beta Bernoulli process for de-noising. The OBNL image noise reduction code is taken from http:
/[www.bic.mni.mcgill.ca/PersonalCoupepierrick/HomePag , the K-SVD dictionary learning algorithm code is taken from http:
//cs.technion.ac.il/~elad/software , BPFA non-parametric Bayesian dictionary learning code is taken from http://people.duke.
edu/~mz31/Results/BPFAImage/ and BM3D code is taken from http://www.cs.tut.fi/~foi/GCF-BM3D/index.html#ref_software.

6.1. Parameter selection

The true value of a noisy pixel i is deduced using its neighborhood with 8 x 8 patch size in general, whereas most of
the articles focus on de-noising results for o € [10, 40]. However, the size of the patches should be adaptive to the nature
and amount of noise level. In fact, a patch size 8 x 8 (with P = 8) may appear to be insufficient for a very large o, however
the same might be better for a small o [19]. Towards this end, the patch size can be decided according to the estimated
value & of noise parameter and the size |2| of the given noisy image as

. L\/6log(|sz|+1)J, J/Flog(IQ[+ 1) | < 16,

16, Vo log(|2] +1) | > 16.

The minimum patch size for least amount of the estimated & is taken as 3 x 3. It gradually increases up to maximum
patch size of 16 x 16 for a large 6 and in direct proportion to |2|. The dictionary size is fixed at K = 1024 for all images.
Moreover, r = 9, n; = 0.0048, 1, = 0.0016, q; = 25, and g, = 63 are used to construct A; = (171, ¢1.7) and Ay = (12, G2, 7).

(15)

6.2. Validity of automatic noise estimation

In order to validate the automatic noise estimation technique, the PSNR values of the proposed framework are compared
with those of OBNL, K-SVD, BM3D and BPFA for de-noising gray scale House image in Figs. 2 and 3, and Table 1. Three
different scenarios are considered:

a. When the estimated noise parameter matches the ground truth, denoted by o.
b. When the noise parameter is over-estimated by 5, denoted by o 5.
¢. When the noise parameter is under-estimated by 5, denoted by o_s.

In Fig. 2 the performance of each one of the listed de-noising algorithms is evaluated in terms of PSNR versus o, 0,5 and
o_s. Unsurprisingly, the performance of K-SVD and BM3D suffers when the estimated noise differs from the ground truth.
The performance of OBNL is less affected by the mismatch. On the other hand, BPFA and the proposed framework show
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Fig. 4. De-noising experience for zoomed-in fragment of elephant eye along skin image (the facts are better perceived by digital zooming). (a) Clean image
(b) Noisy image (o = 100) (c) BM3D (PSNR = 22.48) (d) Proposed method (PSNR = 22.53).

(c) (d)

Fig. 5. De-noising experience for zoomed-in fragment of gross image (the facts are better perceived by digital zooming). (a) Clean image (b) Noisy image
(o =100) (c) BM3D (PSNR = 21.39) (d) Proposed method (PSNR = 21.58).

(@) (b)

(a) (b)

consistent results. Indeed, they are adaptive to inferring the noise variance which leads to an improvement and consistency
in de-noising.

In Fig. 3 the outputs of different methods are compared for o, 0,5 and o_s. The performances of BPFA and K-SVD are
comparable for o; (exact match). However, BPFA outperforms K-SVD for a mismatch. It is clearly demonstrated that the
proposed method outperforms OBNL, K-SVD, BM3D and BPFA when the noise estimation deviates from the ground truth.
Moreover, the results of BM3D and the proposed method are comparable for the case of matched ground truth.

A detailed comparison of image de-noising methods based on PSNR values against o, 0,5 and o_5 for varying noise lev-
els is displayed in Table 1. It can be observed that for mismatched noise estimation of the proposed method outperforms all
the other de-noising methods under discussion. Note that BM3D shows comparable results in some cases where the relative
error in the noise estimation is very small but the PSNR values obtained by the proposed method are still comparable with
those of BM3D. Since, one does not know whether the ground truth for estimated noise is matched or not in practice, the
proposed method is potentially very stable in the sense of PSNR outputs.

6.3. De-noising results for benchmark natural images

Fig. 4. shows only a few disturbing artifacts for relatively high level of noise with o = 50. The proposed framework attains
good preservation of sharp details (hair and hat edges), smooth regions (the cheeks), and oscillatory patterns (around the
eye brows, eye balls, and lips); whereas most of the other algorithms fail to preserve latent detail information.

Fig. 5. validates the proposed method for its capability to preserve textures. A fragment of noisy Barbara image with
o =100 is de-noised. Although the true signal is almost fully corrupted, the clothes stripes are effectively reinstated by
the proposed framework and BM3D. Once again, a higher PSNR value is achieved by the proposed framework than BM3D
despite the fact that a known noise parameter is used for de-noising. It is interesting to note that all the other methods fail
to recover fine structure details.

Table 2 displays that across different levels of noise, the proposed method consistently and significantly performs better
than all the other listed methods (except BM3D in certain cases) since it benefits from both the non local property and the
wavelet multi-resolution advantages [6,23,24].

It is favored by the strategy of restoring the weak edges for obtaining processed data and then using the beta Bernoulli
process along with adaptive patch size. The results of BM3D appear to be superior at number of occasions since a known
noise parameter is used to evaluate PSNR values, whereas the strength of the proposed method is to work with uncertainty
of noise estimation. The proposed scheme shows excellent performance as compared to BM3D for images containing rich
textures (Barbara and House) at high level of noises due to its integrated edge enhancement approach. In order to substan-



Table 2
Comparison of PSNR values for different methods at various noise levels (o known).

o Methods C.Man House Peppers Lena Barbara Boat Hill Man Couple

15/24.61 BM3D 31.91 34,94 32.70 34.27 3311 3214 31.86 31.93 3211
OBNL 30.24 34.07 31.67 30.24 3222 3132 31.19 31.16 31.24
K-SVD 3141 34.32 3222 33.70 32.37 31.74 31.48 31.53 31.46
BPFA 3135 34.51 3245 33.92 32.62 31.98 31.64 31.74 31.74
Proposed 31.50 35.05 32.55 34.22 3311 32.02 31.89 31.92 31.92

20/22.11 BM3D 3048 33.77 31.29 33.05 31.78 30.88 30.72 30.59 30.76
OBNL 29.14 32.81 30.29 29.14 30.88 29.94 29.88 29.74 29.82
K-SVD 29.91 33.20 30.82 32.38 30.83 30.37 30.20 30.14 30.02
BPFA 30.04 33.25 3110 32.66 3110 30.71 30.46 3043 30.34
Proposed 30.11 33.90 31.22 33.03 31.80 30.81 30.72 30.61 30.65

25/20.18 BM3D 2945 32.86 30.16 32.08 30.72 29.91 29.85 29.62 29.72
OBNL 28.28 31.73 29.15 28.28 29.73 28.86 28.85 28.67 28.61
K-SVD 28.85 32.15 29.73 31.32 29.61 29.29 29.20 29.10 28.91
BPFA 29.00 32.24 29.99 31.63 29.88 29.71 29.58 29.45 29.29
Proposed 29.12 32.86 30.17 32.10 30.78 29.85 29.84 29.62 29.65

50/14.16 BM3D 26.12 29.69 26.68 29.05 2723 26.78 2719 26.81 26.46
OBNL 25.09 2751 25.16 25.09 25.76 25.36 25.76 25.52 24.76
K-SVD 25.73 27.95 26.13 27.79 25.45 25.96 26.28 26.09 25.32
BPFA 25.67 28.49 26.47 28.30 26.04 26.51 26.82 26.53 25.94
Proposed 26.24 29.79 26.71 29.07 27.31 26.89 27.22 26.84 26.41

100/8.14 BM3D 23.07 25.87 23.39 25.95 23.62 23.97 24.58 24.22 23.51
OBNL 2117 23.24 21.23 2117 2213 22.31 23.27 22.82 21.99
K-SVD 21.69 23.71 21.75 24.46 21.88 22.81 23.99 23.43 22.60
BPFA 2193 2438 22.74 24.96 2214 23.33 2423 23.76 23.02
Proposed 22.88 25.75 23.33 25.99 23.74 23.99 24.64 24.22 2343
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Fig. 6. De-noising experience for synthetic image (the facts are better perceived by digital zooming). (a) Clean image (b) Noisy image (o = 100) (c) OBNL
(PSNR=21.36) (d) K-SVD (PSNR = 21.86) (e) BPFA (PSNR = 22.95) (f) BM3D (PSNR = 24.42) (g) Proposed method (PSNR = 25.52).
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Fig. 7. De-noising experience for synthetic image (the facts are better perceived by digital zooming). (a) Clean image (b) Noisy image (o = 100) (c) OBNL
(PSNR = 21.36) (d) K-SVD (PSNR = 21.86) (e) BPFA (PSNR = 22.95) (f) BM3D (PSNR = 24.42) (g) Proposed method (PSNR = 25.52).

tiate this inference, we consider in Figs. 4 and 5 two segments of rich texture images (elephant eye along skin image and
grass image) corrupted by heavy noise (6 = 100) and compare the de-noising results of the proposed algorithm with those
of BM3D. These textural images show only limited retrievals. However, the proposed method retains the salient information
with pleasant structure of de-noised image in comparison with the benchmark method BM3D and achieves better PSNR
values.

6.4. De-noising results for synthetic image

Besides the aforementioned results, the proposed algorithm is further tested in Figs. 6 and 7 on synthetic image which
contains different geometric structures (pentagon, triangle, circles, and lines etc.) and is contaminated by an additive white
Gaussian noise. Four different noise levels with o = 25, 50, 75, and 100 are considered to show the significant improvements
by proposed algorithm and the comparison with listed algorithms is presented in Table 3.

In Fig. 6 the visual restoration results for the noisy synthetic image with ¢ = 100 are presented. It is noticed that the
proposed method still recovers some spurious structures in the smooth regions of the synthetic image that appear to be
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Table 3
Image de-noising PSNR comparison of synthetic image with dif-
ferent techniques.

o 25/2015 50/1413  75/10.60  100/08.10
BM3D 36.16 30.76 26.46 24.42
OBNL 3110 25.63 22.74 21.36
K-SVD 32.63 28.23 24.02 21.86
BPFA 32.70 28.66 2526 22.95
Proposed  36.87 3132 27.49 25.52

(a) ()

Fig. 8. Learned dictionaries for synthetic image with o = 100. (a) BPFA (b) Proposed method.

(b) (c) (d)

Fig. 9. Validation of the edge enhancement strategy in terms of PSNR values. (a) U (b) V (o = 100) (c) Y (PSNR = 13.05) (d) @ (PSNR = 25.52).

artifacts in low-frequency regions as shown by other listed techniques. However, sharp lines, corners and edges are retained,
from the coarse scale to the fine scale. Moreover, it generates fewer artifacts as compared to BPFA.

A comparison of the algorithms in terms of PSNR versus o is presented in Fig. 7 and the quantitative results are shown in
Table 3. It is interesting to remark that the BPFA method fails to produce good results when the noise level is high because
of the erroneous overlapping of weak edges. Finally, constructing dictionaries on processed data is better than the direct
application of BPFA, which is demonstrated in Fig. 8.

6.5. Validation of edge enhancement strategy

In order to elucidate the image de-noising and latent detail enhancement process at different stages of the proposed
framework, a step-wise performance is evaluated in terms of PSNR and the de-noising results are presented in Fig. 9. More-
over, the validity of the edge enhancement strategy is ascertained in Fig. 10 using the Sobel edge filtering [2]. The results
clearly show the appositeness of the proposed algorithm for preserving the texture and salient features during the de-
noising process. In fact, it is established that the first step of the algorithm is felicitous to enhancing the salient feature,
thereby improving the redundancy performance of the dictionary learning.
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Fig. 10. (a) U (b) V (¢) Y (d) &

7. Conclusion

The proposed method develops the statistics of the de-noised image following the statistical regularities of the natural
images. It offers several advantages not attained in earlier methodologies that have sought point estimates in general.

In this work, a hybrid two-stage Bayesian non-parametric algorithm is presented for image de-noising to handle sub-
stantially high noise while automatically inferring noise parameter and preserving latent detail information. At first stage,
the detail features are enhanced using Bayesian non-local means filtering blended with a sub-band replacement and fusion
process. Then, a dictionary learning approach based on beta process factor analysis model is used to remove idiosyncratic
noise from refined image data.

The proposed framework benefits from non-local property, wavelet multi-resolution and beta process dictionary learning
advantages. Its performance in terms of quantitative results and visual quality was compared with state-of-the-art alterna-
tives. The experimental results substantiate that it performs better than the listed algorithms and maintains excellent visual
quality for high noise levels, especially when the estimated noise parameter differs from the ground truth and the image
contains rich texture. However, the computational speed of the proposed algorithm is relatively high due to its multistage
paradigm wherein the emphases is on visual quality. Towards this end, a neural network based robust multistage framework
with desired improvements will be the subject of a future study.
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