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Abstract
The problem of reconstructing the spatial support of ambient noise sources from elastic wavefield boundary measurements using cross-correlation techniques is dealt with. It is demystified that the cross-correlation-based standard source localization functional in elastic media does not provide optimal refocusing due to different pressure and shear wave speeds. Then, a weighted functional is proposed to rectify the coupling artifacts. A numerical experiment is presented to substantiate the appositeness of the proposed functional.
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1. Introduction
We consider the problem of reconstructing the spatial support of ambient noise sources from boundary wavefield measurements in an isotropic homogeneous elastic medium in two or three dimensions using cross-correlation techniques (Borcea et al., 2010; Garnier and Papanicolaou, 2012; Garnier et al., 2013; Hoop et al., 2013). The main application envisaged for the present work is so-called passive elastography where the aim is to identify the muscle noise sources in an isotropic elastic medium (Gennisson et al., 2003; Sabra et al., 2007; Archer and Sabra, 2010; Carmona, 2011; Ammari et al., 2014). Another potential application is the localization of the Earth’s background noise source distribution, which contains significant information about the regional geology, time-dependent crustal changes and earthquakes (Asghar et al., 1998; Garnier and Papanicolaou, 2009; Kader, 2011; Hoop et al., 2013; Nawaz and Lawrie, 2013). Nayfeh (1995), Chen et al. (2008), Kuske (2010), Shen et al. (2013), Afzal et al. (2014) and Nawaz et al. (2014) detail other potential applications and techniques associated with the present work.

The problem of ambient noise source localization in acoustic media (both attenuating and nonattenuating) has been considered by Ammari et al. (2012) wherein cross-correlation-based imaging functionals were established. In this note, we extend the same approach to elastic media. We first consider the elastic counterpart of the source localization functional used by Ammari et al. (2012). Unfortunately, it mixes the irrotational and solenoidal components of the source due to different pressure and shear wave speeds. Nevertheless, we present a new weighted functional, based on a Helmholtz decomposition for the Green function (initially proposed by Ammari et al. (2013)), taking into account the different wave speeds for pressure and shear waves.

2. Mathematical formulation
Let $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, be an open bounded domain, occupied by a homogeneous isotropic elastic material, with Lipschitz boundary $\partial \Omega$.

Consider the linear elastic wave equation in $\mathbb{R}^d$, that is

$$
\begin{align*}
\frac{\partial^2}{\partial t^2} u(x, t) - \mathcal{L}_{\lambda, \mu} u(x, t) &= n(x, t), \quad t \in \mathbb{R}, \\
u(x, t) &= \frac{\partial u}{\partial t}(x, t) = 0, \quad x \in \mathbb{R}^d, \quad t \ll 0
\end{align*}
$$

for all $x \in \mathbb{R}^d$ where

$$
\mathcal{L}_{\lambda, \mu} u = \mu \Delta u + (\lambda + \mu) \nabla (\nabla \cdot u)
$$
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Here \((\lambda, \mu)\) are the Lamé coefficients of \(\Omega\) and its density is assumed to be constant and is taken as one without loss of generality. The term \(\mathbf{n}(x, t)\) models a distribution of noise sources that is compactly supported in domain \(\Omega\). Furthermore, we assume that \(\mathbf{n}(x, t)\) is a stationary (in time) Gaussian process with the mean zero and covariance function

\[
\{\mathbf{n}(x, t)\mathbf{n}^\dagger(y, s)\} = F(t-s)\delta(\mathbf{x} - \mathbf{y})
\]

where \(\delta\) is the Dirac mass at the origin, the brackets stand for statistical average, \(\dagger\) indicates a transpose operation and \(F\) is the time covariance of noise signals (its Fourier transform is the power spectral density). The quantity of interest \(\mathbf{k}\) is a symmetric matrix, that characterizes the spatial support of the sources. We aim to identify \(\mathbf{k}\) using the data set

\[
\left\{\mathbf{u}(x, t), \forall t \in [0, T], x \in \partial\Omega\right\}
\]

for sufficiently large \(T\).

Let \(\hat{\mathbf{G}}\) be the fundamental solution, subject to the outgoing Sommerfeld–Kupradze radiation condition, to the time-harmonic elastic wave equation

\[
(\mathcal{L} + \omega^2)\hat{\mathbf{G}}(\mathbf{x}, \mathbf{y}, \omega) = -\delta(\mathbf{x} - \mathbf{y})\]

in \(\mathbb{R}^d\).

We recall, for instance from Aki and Richards (1980) and Ammari (2008), that \(\hat{\mathbf{G}}(\mathbf{x}, \mathbf{y}, \omega)\) can be expressed in the form

\[
\hat{\mathbf{G}}(\mathbf{x}, \mathbf{y}, \omega) = \frac{1}{\mu k_0^2} (\kappa_0^2 g^0(\mathbf{x}, \mathbf{y}, \omega) + \mathbf{D}(g^0 - g^\dagger)(\mathbf{x}, \mathbf{y}, \omega))
\]

for all \(\mathbf{x}, \mathbf{y} \in \mathbb{R}^d\) such that \(\mathbf{x} \neq \mathbf{y}\), where

\[
\mathbf{I} = (\delta_{ij})_{i,j=1}^d, \quad \mathbf{D} = (\partial x_i \partial x_j)_{i,j=1}^d
\]

and

\[
\kappa_0^2 = \frac{\omega^2}{\mu} = \frac{\omega^2}{c_i^2}, \quad \kappa_p = \frac{\omega^2}{2 + 2\mu} = \frac{\omega^2}{c_p^2}
\]

Here, \(g^0(\mathbf{x}, \mathbf{y}, \omega)\) is the outgoing fundamental solution to the Helmholtz operator \(-(\Delta + \kappa_0^2)\) in \(\mathbb{R}^d\) with \(\omega = p, s\).

We observe the waves at surface \(\partial\Omega\) over the time interval \([0, T]\) and compute the empirical cross-correlation

\[
\mathcal{C}_T(x, y, \tau) = \frac{1}{T} \int_0^T \mathbf{u}(x, t)\mathbf{u}^\dagger(y, t + \tau) \, dt
\]

for all \(\mathbf{x}, \mathbf{y} \in \partial\Omega\). If the recording time window is long enough then the empirical cross-correlation is equivalent to the statistical cross-correlation (Garnier and Papanicolaou, 2009)

\[
\mathcal{C}(\mathbf{x}, \mathbf{y}, \tau) = \mathcal{C}_T(x, y, \tau)
\]

\[
= \frac{1}{2\pi} \int_\Omega \frac{\mathcal{G}(\mathbf{x}, \mathbf{y}, \omega) \mathcal{H}(\mathbf{z}, \mathbf{y}, \omega)}{1 - e^{-\text{scat} \, \text{dist} \, \mathbf{dz} \, d\omega}}
\]

where \(\mathcal{C}\) contains all the information about the data. Indeed the data set has a stationary Gaussian distribution with mean zero, so that its statistical distribution is fully characterized by the cross-correlation (Garnier and Papanicolaou, 2009; Carmona, 2011). Here the superposed bar indicates complex conjugation.

### 3. Helmholtz decomposition of fundamental solution

In the sequel, we decompose fundamental solution \(\hat{\mathbf{G}}\) into the sum of an irrotational field \(\hat{\mathbf{G}}^0\) and a solenoidal field \(\hat{\mathbf{G}}^s\). We will need the following Hilbert spaces

\[
H^0(\Omega) = \left\{ v \in L^2(\Omega) : \nabla v \in L^2(\Omega) \right\},
\]

\[
H_{\text{curl}}(\Omega) = \left\{ v \in L^2(\Omega)^d : \nabla \times v \in L^2(\Omega) \right\},
\]

\[
H_{\text{div}}(\Omega) = \left\{ v \in L^2(\Omega)^d : \nabla \cdot v \in L^2(\Omega) \right\}
\]

equipped with the norms

\[
\|v\|_{H^0(\Omega)} := \sqrt{\int_\Omega |v|^2 + |\nabla v|^2} \, dx,
\]

\[
\|v\|_{H_{\text{curl}}(\Omega)} := \sqrt{\int_\Omega |v|^2 + |\nabla \times v|^2} \, dx,
\]

\[
\|v\|_{H_{\text{div}}(\Omega)} := \sqrt{\int_\Omega |v|^2 + |\nabla \cdot v|^2} \, dx
\]

Assume that \(\Omega\) is simply connected, homogeneous and isotropic with the connected boundary \(\partial\Omega\). Then Helmholtz decomposition states that for \(v \in L^2(\Omega)^d\), there exist \(\phi_v \in H^0(\Omega)\) and \(\psi_v \in H_{\text{curl}}(\Omega) \cap H_{\text{div}}(\Omega)\) such that

\[
v = \nabla \phi_v + \nabla \times \psi_v
\]

where \(\phi_v\) solves the weak Neumann problem

\[
\int_\Omega \nabla \phi_v \cdot \nabla p \, dx = \int_\Omega v \cdot \nabla p \, dx, \quad \forall p \in H^0(\Omega)
\]

and is unique up to an additive constant. In order to fix the constant and to uniquely determine the
corresponding \( \psi_s \), we enforce the following properties (Borchers and Sohr, 1990; Galdi, 1994)

\[
\begin{align*}
\nabla \cdot \psi_s &= 0 & & \text{in } \Omega, \\
\psi_s \cdot v &= (\nabla \times \psi_s) \cdot v & & \text{on } \partial \Omega
\end{align*}
\]

(9)

where \( v \) is the outward unit normal to \( \partial \Omega \). The boundary condition

\[
(\nabla \times \psi_s) \cdot v = 0 & & \text{on } \partial \Omega
\]

shows that the divergence-free and rotation-free parts in equation (7) are orthogonal. We define, respectively, the decomposition operators \( \mathcal{H}^p \) and \( \mathcal{H}^s \) for \( v \in L^2(\Omega)^3 \) by

\[
\mathcal{H}^p[v] := \nabla \phi_v \quad \text{and} \quad \mathcal{H}^s[v] := \nabla \times v
\]

where \( \phi_v \) is a solution to equation (8) and \( \psi_s \) satisfies

\[
\nabla \times \psi_s = v - \nabla \phi_v
\]

together with equation (9). The \( L^2 \)-projectors \( \mathcal{H}^p \) and \( \mathcal{H}^s \) are pseudo-differential operators with kernels \( \pi_p(x, \xi) \) equal to the orthogonal projector onto \( \mathbb{R}^p \) and \( \pi_s = \mathbb{I} - \pi_p \), respectively; see, for instance, Schwarz, (1995). Therefore, \( \mathcal{G} \) can be decomposed as

\[
\mathcal{G} = \mathcal{G}^p + \mathcal{G}^s
\]

with

\[
\mathcal{G}^p = \mathcal{H}^p[\mathcal{G}] \quad \text{and} \quad \mathcal{G}^s = \mathcal{H}^s[\mathcal{G}]
\]

(11)

where \( \mathcal{H}^\alpha[\mathcal{G}] \) signifies that

\[
\mathcal{H}^\alpha[\mathcal{G}]q = \mathcal{H}^\alpha[\mathcal{G}q], \quad \forall q \in \mathbb{R}^\alpha, \ \alpha = p, s
\]

(12)

Finally, we define the weighted fundamental solutions \( \mathcal{F} \) by

\[
\mathcal{F}(x, y, \omega) = c_5 \mathcal{G}_s(x, y, \omega) + c_p \mathcal{G}_p(x, y, \omega)
\]

(13)

4. Source localization

We aim to identify the source matrix \( \mathbb{K} \). The idea is to back-propagate the cross-correlation of the data, which contains all the accessible information about the source distribution. Consider the source localization functional, which is an elastic counterpart of the one proposed by Ammari et al. (2012), given by

\[
\mathcal{I}(z) = 2\pi \int \int \int_{\Omega \times \Omega \times \mathbb{R}^+} \mathcal{G}_s^\dagger(x, z, t) \mathcal{G}_s(x, y, s - t) \mathcal{G}_s(y, z', s) \, ds \, dt \, d\sigma(x) \, d\sigma(y) \\
= \int \int \int_{\mathbb{R}^+ \times \Omega \times \Omega} \mathcal{G}_s^\dagger(x, z, \omega) \mathcal{G}_s(x, y, \omega) \mathcal{G}_s(y, z', \omega) \, d\sigma(x) \, d\sigma(y) \, d\omega
\]

(14)

for the search point \( z \in \Omega \). Here \( \mathcal{G} \) is the Fourier transform of \( \mathcal{C} \) defined by equation (6) and \( d\sigma \) is the surface element on \( \partial \Omega \). The following elastic identities, from Ammari et al. (2013), play a vital role in further discussion.

**Lemma 1. (Helmholtz–Kirchhoff identities).** In a homogeneous isotropic elastic medium, we have for all \( x, z \in \Omega \) sufficiently far from \( \partial \Omega \) (with respect to wavelength)

\[
\Re \left\{ \int_{\partial \Omega} \mathcal{G}(x, y, \omega) \mathcal{G}(y, z, \omega) \, d\sigma(y) \right\} \gg 0,
\]

(15)

\[
\Re \left\{ \int_{\partial \Omega} \mathcal{G}(x, y, \omega) \mathcal{G}(y, z, \omega) \, d\sigma(y) \right\} \gg 0
\]

(16)

where \( x = p, s, c_s = \sqrt{\mu} \) and \( c_p = \sqrt{\lambda + 2\mu} \) are shear and pressure wave speeds.

As a consequence, we have the following result.

**Proposition 2.** The imaging functional \( \mathcal{I}(z) \), defined by equation (14), mixes the components of the support matrix \( \mathbb{K} \). Precisely

\[
\mathcal{I}(z) \gg 0 \int \mathcal{Q}(z, z) \mathbb{K}(z) \, dz
\]

(17)

with the kernel \( Q \) defined by

\[
Q(z, z) := \int_{\mathbb{R}} \frac{F(\omega)}{\omega^2} \left( \frac{c_s + c_p}{2c_s c_p} \mathcal{M} \mathcal{G}(z, z, \omega) + \frac{c_s - c_p}{2c_s c_p} \mathcal{B}(z, z, \omega) \right) \, d\omega
\]

(18)

where the matrix \( \mathbb{B} \), given by

\[
\mathbb{B}(x, y, \omega) = \mathcal{M} \left( \mathcal{G}^p - \mathcal{G}^s \right)(x, y, \omega)
\]

is nondiagonal and characterizes the error whenever \( c_s \neq c_p \).

Thus, the elastic counterpart \( \mathcal{I}(z) \) of the acoustic imaging functional (Ammari et al., 2012) does not provide the ideal source localization in elastic media. Indeed, the measured field at the surface \( \partial \Omega \) has non-linearly coupled pressure and shear wave components. Consequently, the back-propagation of these signals introduces the interference of the components of \( \mathbb{K}(v) \).
Figure 1. Comparison between $\mathcal{I}$ and $\tilde{\mathcal{I}}$ in an elastic medium. The Lamé parameters are $(\lambda, \mu) = (10, 1)$. Left: pressure component $\mathcal{H}^p[\mathcal{K}]$, right: shear component $\mathcal{H}^s[\mathcal{K}]$. Top to bottom: initial source $\mathbf{n}$; reconstruction of $\mathcal{I}$ and $\tilde{\mathcal{I}}$. 
because of different wave speeds. Unfortunately, the components of the boundary measurements cannot be uncoupled using Helmholtz decomposition without extrapolating the measurements into a neighborhood of \( \partial \Omega \), which is neither practical nor apt. To take into account the wave speed discrepancy in back-propagation, we define a modified weighted imaging functional

\[
\tilde{I}(\mathbf{z}^s) := \int_{\mathbb{R}_+} \int_{\partial \Omega} \tilde{\Gamma}^1(\mathbf{x}, \mathbf{z}^s, \omega) \tilde{\mathcal{G}}(\mathbf{x}, y, \omega) \tilde{\Gamma}(y, \mathbf{z}^s, \omega) \, d\sigma(\mathbf{x}) \, d\sigma(y) \, d\omega
\]  

(19)

where \( \tilde{\Gamma} \) is defined in equation (13).

As an immediate consequence of Lemma 1, the following result holds.

**Theorem 3.** The imaging functional \( \tilde{I} \), defined by equation (19), gives the support function \( \mathcal{K} \) up to a smoothing operator \( \tilde{\mathcal{K}} \), that is

\[
\tilde{I}(\mathbf{z}^s) \approx \int_{\Omega} \tilde{\mathcal{K}}(\mathbf{z}^s, \mathbf{z}) \mathcal{K}(\mathbf{z}) \, d\mathbf{z}
\]  

(20)

with

\[
\tilde{\mathcal{K}}(\mathbf{z}^s, \mathbf{z}) = \int_{\mathbb{R}_+} \frac{\tilde{\mathcal{G}}(\mathbf{z}^s, \omega) \tilde{\mathcal{G}}(\mathbf{z}, \omega)}{\omega^2} \mathcal{K}(\mathbf{z}^s, \omega) \, d\omega
\]  

(21)

In view of Theorem 3, the resolution of the imaging functional \( \tilde{I} \) is determined by the kernel \( \tilde{\mathcal{K}}(\mathbf{z}^s, \mathbf{z}) \). The high-frequency components are penalized in this functional because of the factor \( \omega^{-2} \) and therefore, the resolution is still limited. In order to achieve better resolution, one can further modify the imaging functional to make its smoothing kernel as close as possible to a Dirac distribution \( \delta(\mathbf{z}^s - \mathbf{z}) \) thereby enhancing the high frequencies. However, one should be aware that enhancing the high-frequency components may cause instability in the imaging procedure. To this end, an imaging functional where the weights are chosen in terms of the power spectral density of the noise source can be established using analogous, but more involved, arguments, as in Ammari et al. (2012).

We present a numerical experiment to illustrate the performance of the two imaging functionals in Figure 1. The irrotational and solenoidal components of the source matrix are plotted along with their reconstructions using \( I \) and \( \tilde{I} \). The side-lobes indicating the coupling of the shear and pressure components of the source matrix are apparent in the reconstructed images obtained using \( \tilde{I} \). On the other hand, \( \tilde{I} \) clearly produces very small side-lobes around the source location compared to \( I \), substantiating the appositeness of the proposed imaging functional.

**5. Conclusion**

In this note, we have discussed two imaging functions for reconstructing ambient noise sources in an elastic medium using cross-correlations. We substantiated that the standard source localization functional couples the shear and pressure components of the source and provides an imaging functional based on weighted Helmholtz decomposition to counter these coupling artifacts. The weighted imaging functions, with weights depending on power spectral density, will be presented in a forthcoming work. The cases of inhomogeneous media and spatially correlated sources will also be taken into account.
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