Beyond Born-Rytov limit for super-resolution optical diffraction tomography
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Abstract: Optical diffraction tomography (ODT) using Born or Rytov approximation suffers from severe distortions in reconstructed refractive index (RI) tomograms when multiple scattering occurs or the scattering signals are strong. These effects are usually seen as a significant impediment to the application of ODT because multiple scattering is directly linked to an unknown object itself rather than a surrounding medium, and a strong scatter invalidates the underlying assumptions of the Born and Rytov approximations. The focus of this article is to demonstrate for the first time that multiple scattering and high material contrast, if handled aptly, can significantly improve the image quality of the ODT thanks to multiple scattering inside a sample. Experimental verification using various phantom and biological cells substantiates that we not only revealed the structures that were not observable using the conventional approaches but also resolved the long-standing problem of missing cones in the ODT.

© 2017 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

OCIS codes: (090.2880) Holographic interferometry; (100.6950) Tomographic image processing.

References and links

https://doi.org/10.1364/OE.25.030445


41. D. Malioutov, M. Cetin, and A. S. Willsky, “A sparse signal reconstruction perspective for source localization with

1. Introduction

Refractive index (RI), \( n \), is the optical property that relates to the electromagnetic susceptibility \( \chi_e \) and \( \chi_m \) representing whole light-matter interaction,

\[
n(r) = \sqrt{[1 + \chi_e(r)][1 + \chi_m(r)]}, \quad r \in \mathbb{R}^3.
\] (1)

Since the light-matter interaction depends on electron distribution and density, the RI has different values for each material. By utilizing the specificity of RI, several quantitative phase imaging or digital holographic microscopy techniques have been studied intensively, which visualize three-dimensional (3D) RI distribution of micro samples, especially biological cells, without any preprocessing such as staining, labeling, or protein tagging [1–25]. Recently, real-time observation [26] and compact optical setup [27] have also been achieved for routine monitoring in biological laboratories.
In optical diffraction tomography (ODT), there exist certain spatial frequency components that cannot be measured due to the limited projection angles imposed by objective lenses. This limitation, often coined as the missing cone problem, causes the under-estimation of RI values in tomograms and results in severe elongations of RI distributions along the optical axis. Towards this end, several iterative reconstruction algorithms have been introduced by exploiting \( \text{à priori} \) information such as positivity in RI differences or smoothness of samples. The interested readers are referred to [28] for a systematic comparison of various iterative reconstruction algorithms in ODT.

Aside from the missing cone problem, there exists a more fundamental, but relatively less studied, problem in ODT – the multiple scattering problem. Specifically, in ODT, the forward diffraction is usually modeled by the scalar Helmholtz equation,

\[
\Delta U_s(r) + \kappa^2 U_s(r) = -\tau \kappa^2 f(r) U(r), \quad r \in \mathbb{R}^3,
\]

where \( \kappa = 2\pi/\lambda \) is the wavenumber with \( \lambda \) being the incident light wavelength in the free space, \( U_s(r) := U(r) - U_0(r), r \in \mathbb{R}^3, \) is the scattered field from the scatterer with illumination dependent total electric field \( U \) and the background electric field \( U_0 \) in the surrounding medium without any scattering object. The density \( f \) denotes the normalized scattering potential within a domain \( D \subset \mathbb{R}^3 \) representing the volume of the scattering object. It is defined by

\[
f(r) = \frac{1}{\tau} \left( \frac{n(r)^2}{n_0^2} - 1 \right) \chi_D(r), \quad r \in \mathbb{R}^3,
\]

where \( n_0 \) (constant) is the RI of the surrounding homogeneous medium, \( \chi_D \) denotes the characteristic function of \( D \), and

\[
\tau := \frac{\max_{r \in D} \{|n(r)|\}}{n_0}.
\]

It is well-known that the solution of Eq. (2) can be represented by the nonlinear Lippmann-Schwinger integral equation (see, e.g., [29, §13.1.1]),

\[
U_s(r) = \tau K_D[U](r) := \tau \int_D \kappa^2 f(r') G(r, r') U(r') dr', \quad r \in \Omega,
\]

where \( \Omega \subset \mathbb{R}^3 \) is the entire imaging domain with smooth boundary \( \partial \Omega \), \( G(r, r') = e^{i\kappa |r-r'|}/4\pi |r-r'| \) is the outgoing free-space Green’s function of 3D Helmholtz equation and the operator \( K_D : L^2(D) \to L^\infty(\mathbb{R}^3) \) is defined by

\[
K_D [\varphi](r) := \int_D \kappa^2 f(r') G(r, r') \varphi(r') dr', \quad r \in \mathbb{R}^3, \quad \varphi \in L^2(D).
\]

The inverse problem in ODT is to recover the unknown optical contrast density \( f(r) \), for \( r \in D \), from measured scattered field \( U_s(r) \) at \( r \in \Gamma \subset \partial \Omega \). However, since Eq. (5) is nonlinear due to the coupling between the unknown potential \( f \) and the unknown field \( U \) (which itself depends on \( f \)), the inverse problem becomes complicated. Accordingly, a common practice is to linearize the problem with respect to the size of the domain \( D \) or the strength of its scatter. For example, the first-order Born approximation assumes that the total electric field in a sample is the same as the incident electric field inside \( D \), i.e. \( U(r) \approx U_0(r) \), for \( r \in D \) (and therefore independent of \( f \) thereby making Eq. (5) linear in \( f \)) [29, §13.1.2]. The validity of these approximations is well studied in [4] under weak scatter assumption, i.e. when \( f \) varies only slightly across the imaging domain. However, for high contrast scattering potential, or when multiple scattering...
occurs among individual weak scatterers, the Born approximation often causes severe distortions in reconstructed RI tomograms [30].

On the other hand, the resolution enhancement in highly scattering resonant media has been recently demonstrated in various far-field experiments [31–35]. The basic idea is that if the medium around the sources is engineered so that the point spread function (PSF) displays a much sharper peak than the homogeneous one, then one can focus on or resolve sub-wavelength details [31]. Therefore, the key research issue has been of designing the surrounding medium using various ingenious structures [31–37]. Moreover, it was mathematically shown that the associated resolution enhancement is due to the sub-wavelength resonance modes excited in the high contrast medium which can propagate into the far-field [38,39].

One of the key observations made in this paper is that these seemingly different topics are indeed closely related to each other. In fact, the $K_D$ operator (cf. Eq.(6)) has been linked to the super-resolution effects in a resonant medium [38]. Moreover, while the $K_D$ operator in Ref. [38] is an engineered one by augmenting additional inhomogeneous layer with a known scattering potential, the similar operator in ODT problem is originated from the specimen itself (cf. Fig 1). The catch, though, is that the kernel of the operator (i.e., $f$) is unknown and needs to be estimated. Therefore, one of the main contributions of this paper is to provide a rigorous way to estimate the unknown $K_D$ operator in ODT and demonstrate for the first time that the unknown medium itself works as a self-resonator so that super-resolution imaging can be achieved from medium induced sub-wavelength resonance modes without any additional medium and/or PSF engineering. Specifically, in order to estimate $K_D$ operator, we show that Eq. (5) should be used without any Born or Rytov-type linearization, which is indeed possible thanks to the recent advances in joint sparse recovery in compressed sensing and its application to inverse scattering problems [40–49].

![Fig. 1.](image)

Fig. 1. (a) Resolution enhancement from engineered resonant medium. (b) Resolution enhancement from medium induced sub-wavelength resonance modes.

Based on extensive real experiments using various samples such as spherical beads, human red blood cells, hepatocyte cells, and multiple beads, we demonstrate clear resolution enhancement by the proposed method. Moreover, our approach is shown to simultaneously address the long-standing problem of missing cones in ODT.

2. Theory

2.1. Sub-wavelength resonance modes

In order to facilitate ensuing discussion, let us briefly review the mathematical theory behind the resolution enhancement from the sub-wavelength resonance modes. We refer the interested readers to [38] for detailed arguments.
Consider an inverse source problem in a homogeneous medium

\[
\begin{align*}
\begin{cases}
    u_0(r) + k^2 u_0(r) &= -s(r), \\
    u_0(r) &\text{satisfies the Sommerfeld radiation condition as } |r| \to +\infty,
\end{cases}
\end{align*}
\]

where \( s \in L^2(\Omega') \) is the unknown density of the sources to be reconstructed which is compactly supported in a bounded smooth imaging domain \( \Omega' \subset \mathbb{R}^3 \). Since the medium is homogeneous, the achievable diffraction limited resolution is basically \( d \approx \lambda/2 = \pi/k \), which is inversely proportional to the wavenumber. Thus, the key idea of resolution enhancement using resonant media is to insert tailored inhomogeneous material with known properties as surrounding medium to guide the wave to travel with respect to the altered wavenumber (see Fig. 1(a)) \[31–35\]. Precisely, the new wave propagates according to the modified Helmholtz equation,

\[
\Delta u(r) + \kappa^2 u(r) + \tau' \kappa^2 f'(r)\chi_{D'}(r)u(r) = -s(r),
\]

where \( \chi_{D'} \) denotes the characteristic function of a position \( D' \subset \Omega' \) of the inserted material, \( f' \) is a known positive function compactly supported in \( D' \), and \( \tau' \gg 1 \) is the contrast parameter. Fairly easy manipulations show that the perturbed field \( u_\delta(r) := u(r) - u_0(r) \), for \( r \in \mathbb{R}^3 \), is given by

\[
u_\delta(r) = \tau' K_{D'} [u] (r) = \tau' K_{D'} [u_\delta] + \tau' K_{D'} [u_0] , \quad r \in \mathbb{R}^3,
\]

where \( K_{D'} \) is defined in (6) with \( D \) replaced by \( D' \) and the scattering potential \( f \) replaced by \( f' \).

The mathematical properties of the operator \( K_{D'} \) have been extensively studied in \[38, Lemmas 3.1-3.5\]. In Theorem 2.1, we summarize its key properties and refer the interested readers to \[38\] for further details. In the sequel, \( H^2(D') \) denote the space of functions \( \varphi \in L^2(D') \) such that \( \partial_i \varphi, \partial_i \partial_j \varphi \in L^2(D') \) for all \( i, j = 1, 2, 3 \).

**Theorem 2.1**

1. The operator \( K_{D'} \) is compact from \( L^2(D') \) to \( L^2(D') \), bounded from \( L^2(D') \) to \( H^2(D') \), and is Hilbert-Schmidt.

2. Let \( \sigma(K_{D'}) \) and \( \sigma_p(K_{D'}) \) denote the spectrum and the point spectrum of \( K_{D'} \), respectively. The operator \( K_{D'} \) has a countable number of distinct eigenvalues \( \{\lambda_i\} \) which accumulate to zero, i.e.,

\[
\sigma(K_{D'}) = \{0, \lambda_1, \lambda_2, \ldots, \lambda_n, \ldots\}, \quad \text{where} \quad |\lambda_1| \geq |\lambda_2| \geq \cdots, \quad \text{and} \quad \lambda_n \to 0.
\]

Moreover, \( \sigma(K_{D'}) \setminus \sigma_p(K_{D'}) = \{0\} \).

3. \( \lambda \in \sigma(K_{D'}) \) if and only if there is a non-trivial solution to

\[
\begin{align*}
\begin{cases}
    (\Delta + \kappa^2)\varphi(r) &= -\frac{\kappa^2}{\lambda} f'(r)\varphi(r), \\
    (\Delta + \kappa^2)\varphi(r) &= 0, \\
    \varphi(r) &\text{satisfies the Sommerfeld radiation condition as } |r| \to +\infty.
\end{cases}
\end{align*}
\]

4. If \( E_\lambda \) is the generalized eigenspace of the operator \( K_{D'} \) corresponding to \( \lambda_i \) then

\[
L^2(D') = \bigcup_{i=1}^\infty E_\lambda.
\]
The functions \( v \) satisfying (11) are termed as the resonance modes. They have sub-wavelength structure in \( D' \) for \( |\lambda| < 1 \) and can propagate into the far field. Furthermore, since the ensemble of generalized eigenspaces of the operator \( K_{D'} \) is dense in \( L^2(D') \), \( u_\epsilon \) can be represented as

\[
    u_\epsilon(r) = \sum_i a_i (1/\tau - K_{D'})^{-1} K_{D'} [\varphi_i](r) = \sum_i a_i \frac{\lambda_i}{1/\tau' - \lambda_i} \varphi_i(r), \quad r \in D',
\]

thanks to Eq. (9). Here \( a_i \) denotes the expansion coefficient of \( u_0 \) in \( \{\varphi_i\} \) with \( \varphi_i \) being the eigenvector associated with \( \lambda_i \). Therefore, if \( 1/\tau' \) is close to a specific \( \lambda_i \), the associated resonance mode \( v_i := K_{D'}[\varphi] = \lambda \varphi_i \) can be significantly amplified so that it can be measured in the far field, achieving sub-wavelength resolution.

### 2.2. Super-resolution from intrinsically induced sub-wavelength resonance modes

Inspired by the theoretical finding of the sub-wavelength resonance modes, here we are interested in the understanding of the super-resolution in ODT. Note that the forward ODT scattering operator in Eq. (5) has exactly the same form as in Eq. (9). However, there exist fundamental differences between the two. As shown in Fig. 1(a), the \( K_{D'} \) operator in Eq. (9) is an engineered operator by adding inhomogeneous layer in surrounding medium at \( D' \) whose optical property \( f' \) is known. In contrast, the \( K_{D} \) operator in ODT is generated from the specimen itself that is embedded in the homogeneous medium at the location \( D \) and with the scattering potential \( f \). Nevertheless, the general theoretical analysis summarized in Theorem 2.1 is still valid and the eigenmodes of the operator in ODT also satisfy Eq. (11), i.e., they are propagating sub-wavelength modes. As shown in Fig. 1(b), these sub-wavelength modes are intrinsically generated within the unknown medium from self-resonance phenomenon. Therefore, any additional engineering of medium or PSF is not required to achieve resolution enhancement. In addition, Eq. (12) reveals that more resolution enhancement can be achieved when the unknown object has a high contrast relative to the homogeneous background.

In spite of the aforementioned significant potential for resolution enhancement using self-resonance modes, an important technical issue is that neither the kernel of the \( K_{D} \) operator nor the domain \( D \) is known \( \textit{à priori} \) in ODT. Therefore, different approximations have been sought. However, these conventional linearization approaches hitherto fail to exploit the self-resonance modes. For example, under the first order Born approximation, Eq. (5) is approximated by

\[
    U_i(r) \approx K_{D} [U_0](r), \quad r \in \Omega.
\]

On the contrary to expansion (12), the Born approximation does not boost eigenvalues of \( K_{D} \) and the contribution of the sub-wavelength resonance modes is lost in the approximation process. Consequently, one cannot expect any resolution enhancement.

Over the last few decades, the problem of accurate estimation of the \( K_{D} \) operator has been regarded intractable due to the coupling of the two unknowns in Eq. (5), i.e., the scattering potential \( \tau \kappa^2 f(r) \) and the support \( D \). Our group has demonstrated in [45–49] that this type of problems can be decoupled into a series of easier problems as follows.

(P1) Estimate the induced current density \( I(r) := f(r)U(r) \), for \( r \in D \), and its spatial support \( D \) from the measured scattered field \( U_\epsilon(r) \), for \( r \in \Gamma \), based on the forward relationship,

\[
    U_\epsilon(r) = \tau \kappa^2 \int_D G(r, r')I(r')d\mathbf{r}', \quad r \in \Gamma.
\]

(P2) Estimate the total field \( U(r) \), for \( r \in \hat{D} \), using the relationship,

\[
    \hat{U}(r) = U_0(r) + \tau \kappa^2 \int_D G(r, r')\hat{I}(r')d\mathbf{r}', \quad r \in D.
\]
where $\hat{U}$, $\hat{I}$, and $\hat{D}$, respectively, denote the estimated total field, induced current, and the spatial support obtained by solving (P1) and (P2).

(P3) Estimate the scattering potential based on either

$$\hat{I}(r) = \hat{U}(r)f(r), \quad r \in \hat{D},$$

(16)

or

$$U_s(r) = \tau k^2 \int_{\hat{D}} G(r, r')\hat{U}(r')dr', \quad r \in \Gamma.$$  

(17)

It is worthwhile remarking that the problems (P2) and (P3) are linear in their unknowns if (P1) is resolved which is nonlinear. Accordingly, an accurate solution of Eq. (14) is very crucial. Therefore, ODT measurements for all illumination angles should be used for the estimation of $D$ and $I(r)$ in Eq. (14). Towards this end, Eq. (5) for multiple illumination angles can be represented by

$$\begin{cases}
U^{(m)}_s(r) = \tau k^2 \int_{\hat{D}} G(r, r')I^{(m)}(r')dr', \quad r \in \Gamma, \\
I^{(m)}(r) = f(r)U^{(m)}(r),
\end{cases} \quad m = 1, \cdots, M,$$

(18)

where $M \geq 1$ is the number of illumination angles used. Due to the rapid scanning using galvanometer, the specimen remains still during the multiple illuminations; so $f(r)$ is set identical in Eq. (18).

By concatenating the measurement vector $U_s^{(m)}(r)$, for $m = 1, \cdots, M$, side-by-side into a matrix $\mathcal{Y}$, we have

$$\mathcal{Y} = \mathcal{G} \cdot \mathcal{I},$$

(19)

where $\mathcal{I}$ denotes the matrix composed of stacking current $\left\{ I^{(m)}(r) \right\}_{m=1}^{M}$, $r \in \Omega$ with

$$\tilde{I}^{(m)}(r) := \begin{cases} I^{(m)}(r), & r \in D, \\ 0, & r \in \Omega \setminus D. \end{cases}$$

(20)

Note that the current matrix $\mathcal{I}$ has non-zero rows only corresponding to $r \in D$ thanks to its construction. Since the support $D$ usually assumes a very small part of the entire volume, $\mathcal{I}$ has sparse non-zero rows. The estimation problem of $\mathcal{I}$ satisfying Eq. (19) under these conditions is often called the multiple measurement vector (MMV) problem in compressed sensing [50, 51], which can be reformulated as the optimization problem,

$$\min_{\mathcal{I}} \| \mathcal{I} \|_0, \quad \text{subject to} \quad \| \mathcal{Y} - \mathcal{G} \cdot \mathcal{I} \|_F \leq \epsilon.$$  

(21)

Here, $\| \cdot \|_F$ denotes the Frobenius matrix norm and $\| \cdot \|_0$ denotes the number of non-zero rows. Thanks to the common sparsity pattern in $\tilde{I}$, it enables a further reduction in the number of required measurements [43, 51, 52], as the number of measurements required per sensor must account for the minimal features unique to that sensor. With the advances of high performance joint sparse recovery algorithms with the performance guarantee [40–44], the proposed $K_D$ operator estimation can be readily done in ODT by estimating the correct support $D$; accordingly, we can realize super-resolution imaging from self-resonance sub-wavelength modes.

There exists another simplification. In ODT, the measurement plane, $\Gamma$, is in the far-field region. Therefore, one can consider the far-field expression of the Green’s function,

$$\frac{e^{ik|\mathbf{r} - \mathbf{r}'|}}{4\pi|\mathbf{r} - \mathbf{r}'|} = \frac{e^{ik|\mathbf{r}|}}{|\mathbf{r}|} \left\{ G_\omega(\hat{\mathbf{r}}, \mathbf{r}') + O\left( \frac{1}{|\mathbf{r}|} \right) \right\}, \quad \text{as} \quad |\mathbf{r}| \to +\infty \text{ and } \mathbf{r}' \text{ is fixed}.$$  

(22)
Here $r/|r| := \hat{r} \in \mathbb{S}^2$ for all $r \in \mathbb{R}^d \setminus \{0\}$ with $\mathbb{S}^2 := \{r \in \mathbb{R}^3 : |r| = 1\}$, and $G_{\omega}(\hat{r}, r') = \exp(-i\hat{r} \cdot r')/4\pi$. Moreover, the incident field $U_0(r)$ is a plane wave, $U_0(r) = e^{i\hat{k}_m \cdot r}$, where $k_m = |s_m|$ is a real-valued spatial wavenumber determined by the directional unit vector $\hat{s}_m \in \mathbb{S}^2$ for the $m$-th illumination. Accordingly, Eq. (14) can be converted to a 3D Fourier transform formula,

$$U_{s,\infty}^{(m)}(\hat{r}) = \frac{\tau k^2}{4\pi} \mathcal{F}\{I_D^{(m)}\}(\hat{r}),$$

where $U_{s,\infty}^{(m)}(\hat{r})$ denotes the far-field transformed measurement after an appropriate scale and phase correction. Therefore, the joint sparse recovery problem (21) is now converted to a well-studied MMV problem from Fourier sensing matrix. The detailed algorithmic implementation will be discussed in Methods.

3. Methods

3.1. Experimental setup

Fused silica microsphere (44054, Sigma-Aldrich Inc., USA), multiple fused silica microspheres (95581, Sigma-Aldrich Inc., USA), red blood cells (RBCs), and hepatocyte cells (Huh-7 cell line, Apath, Brooklyn, NY, USA) were used as experimental samples. All samples were prepared by following the standard protocols [53]. Fused silica microsphere was diluted in oil ($n = 1.559$ at 532 nm). RBCs, hepatocyte cells, and multiple fused silica microspheres were diluted in Dulbecco’s buffered saline (DPBS, $n = 1.337$ at 532 nm [54]) and sandwiched between two coverslips before loaded on a microscope (IX-73, Olympus Inc., Japan) which was modified for ODT.

For measuring the 3D RI tomograms of samples, we implemented an ODT system based on a Mach-Zehnder interferometer equipped with a two-axis galvanometric mirror using a laser source (532 nm, 50 mW, Cobolt, Solna, Sweden). We used a high-NA objective lens for the illumination (UPLFLN 60x, NA = 0.9 Olympus Inc., Japan) and for the detection (UPLSAPO 60x, NA = 1.42, oil immersion). The beam diffracted from a sample and a reference beam forms a spatially modulated hologram, which was recorded using a CMOS camera (Neo sCMOS, ANDOR Inc., Northern Ireland, UK). The illumination angle impinging onto a sample was systematically controlled using a two-axis galvanometric mirror (GVS012/M, Thorlabs, USA). Detailed information about the setup can be found elsewhere [55].

3.2. Data preprocessing

In ODT, the specimens are not absorptive, so the main changes of the total field usually come from phase variations. Therefore, when the optical path length is larger than the wavelength, the measurement phases are usually wrapped around, so we applied phase unwrapping algorithms. Moreover, the following preprocessing step was applied before the ODT reconstruction. Because the total field can be represented by

$$U(r) = U_0(r)e^{\phi_s(r)},$$

where $\phi_s(r)$ denotes the phase perturbation, the scattered field becomes

$$U_s(r) = U(r) - U_0(r) = U_0(r)(e^{\phi_s(r)} - 1) \approx U_0(r)\phi_s(r),$$

using the first order Taylor series. Accordingly, for the case of phase wrapped measurement, Eq. (25) is used as $U_s(r)$ in Eqs. (14) and (17) after $\phi_s(r)$ is unwrapped.
3.3. Joint support recovery

The first step of the reconstruction algorithm is to solve the MMV problem (21). Since the support of the scattering potential is invariant during various illuminations, the matrix \( I \) commonly shares its support. Using this prior knowledge as well as far-field measurement model (23), we relax the non-convex optimization problem (21) to a more manageable convex problem using a mixed norm. More specifically, define the followings:

\[
A = \frac{\tau k^2}{4\pi} \begin{bmatrix}
\mathcal{F} & \mathcal{F} & \cdots \\
\mathcal{F} & \mathcal{F} & \cdots \\
\mathcal{F} & \mathcal{F} & \cdots \\
\end{bmatrix}, \quad x = \begin{bmatrix}
I^{(1)} \\
I^{(2)} \\
\vdots \\
I^{(M)} \\
\end{bmatrix}, \quad y = \begin{bmatrix}
U^{(1)}_{s,\infty} \\
U^{(2)}_{s,\infty} \\
\vdots \\
U^{(M)}_{s,\infty} \\
\end{bmatrix}.
\]

Then, the joint sparse recovery problem using mixed norm approach can be converted to the following group sparse recovery problem:

\[
\min_x \|x\|_{w_2,1} = \sum_{i=1}^{N} w_i \|x_{g_i}\|_2 \\
\text{such that } Ax = y.
\]

where \( w_i \geq 0 \) denotes a weighting factor and the subscript \( g_i \) denotes the index set that corresponds to the \( i \)-th row of each vector \( I^{(m)}, m = 1, \cdots, M \). Now, using the primal and dual based alternating direction method (ADM) for group sparsity [56], we can solve the joint sparsity minimization problem.

3.4. Scattering potential recovery

The scattering potential estimation was done using Eq. (16) for cases without phase wrapping, and using Eq. (17) for the ones with phase wrapping, respectively. Specifically, when the measurements do not require phase unwrapping, the following penalized regression was sufficiently accurate to obtain the scattering potential:

\[
\min_{f} \sum_{m=1}^{M} \|\hat{I}^{(m)} - \hat{U}^{(m)} f\|_2^2 + \alpha \|D f\|_2^2 + \delta_C(f),
\]

where \( D \) denotes the finite difference operator, and \( \alpha \) is the regularization parameter. We solve minimization problem (28) using the conjugate gradient (CG) method.

When Eq. (25) was used, the original forward model (17) was considered to account for the possible errors from phase unwrapping step. Precisely, we define

\[
(B_m f)(\mathbf{r}) = \tau k^2 \int_D f(\mathbf{r}') \hat{U}^{(m)}(\mathbf{r}')G(\mathbf{r}, \mathbf{r}')d\mathbf{r}', \quad \mathbf{r} \in \Gamma,
\]

where \( \{\hat{U}^{(m)}\}_{m=1}^{M} \) and \( \hat{D} \) denote the estimated total flux and the domain, respectively. Then, the inverse problem

\[
\min_{f} \frac{1}{2} \sum_{m=1}^{M} \|B_m f - U^{(m)} f\|_2^2 + \alpha \|D f\|_2^2 + \delta_C(f),
\]

was solved. Here \( \alpha \) is the regularization parameter, \( C \) is the non-negativity real convex set, and \( \delta_C(x) \) is the indicator function that has value 0 when \( x \in C \), or \( \infty \) otherwise. The minimization problem (30) was solved using alternating direction method of multiplier (ADMM) [57,58] after splitting \( f \) in order to account for the positivity term.
3.5. **Computational resources and source codes**

We performed the reconstruction using custom-made scripts in MatLab R2015a (MathWorks Inc., Natick, MA, USA) on a desktop computer (Intel Core i7-4770K CPU, 3.5 GHz, 32 GB RAM). To accelerate the ODT reconstruction speed, we utilized a graphics processing unit (GPU, GeForce GTX TITAN, nVidia Corp., Santa Clara, CA, USA); custom-made functions based on the Compute Unified Device Architecture (CUDA) were used. The source code scripts of the reconstruction algorithm are provided as Code 1 in supplementary material and are archived in [59].

4. **Results**

4.1. **Fused silica microsphere**

Our reconstruction results of a 5-\(\mu\)m-diameter fused silica microsphere in oil were compared with those of the first order Rytov approximation. Figure 2 shows different slice images of RI tomograms of the sample. We observed that the proposed method successfully overcame the artifacts caused by the missing cone problems, such as the underestimation of RI values and the elongation of tomograms along the optical axis. Compared to the results using the Rytov approximation, the proposed method showed higher RI values which are closer to the manufacturer’s information. More importantly, it reduced the elongation in the measured RI tomograms along the \(z\)-axis, providing more reasonable shape that matches the ground-truth.

![Fig. 2. Experimental results of microsphere RI tomograms obtained with (a) Rytov approximation and (b) proposed method. The white dotted lines represent the slices of the complementary figures. All scale bars are 2\(\mu\)m.](image)

4.2. **Multiple microspheres**

The proposed method is also applied for the case when multiple scattering occurs and the conventional Rytov approximation fails. The sample consists of multiple 0.2-\(\mu\)m-diameter fused silica microspheres which are aggregated. This is the case when the scatterers have weak scatters but are closely located to one another thereby causing multiple scattering. In this case, phase wrapping occurred due to the long optical path length from multiple scattering between 0.2-\(\mu\)m-diameter fused silica microspheres. Therefore, phase unwrapping was performed as a preprocessing. As expected, due to the multiple scattering, under the first order Rytov approximation, it was hard to see the structure of multiple beads (see Fig. 3). However, the proposed method revealed the structures of multiple microspheres improving the resolution of RI.
tomograms thanks to the resolution enhancement. Moreover, the proposed method shows high RI values and the elongation of RI tomograms along optical axis is reduced by mitigating the missing cone problem.

![Figure 3](image-url)  
**Fig. 3.** Experimental results of multiple 0.2-µm-diameter fused silica microspheres RI tomograms obtained with (a) Rytov approximation and (b) proposed method. The white dotted lines and squares represent the slices of the complementary figures. All scale bars are 2µm.

4.3. Biological samples: RBCs and hepatocytes

We also applied the proposed method for the recovery of biological samples such as RBCs and hepatocytes. As shown in Fig. 4, the missing cone artifact was successfully reduced by the proposed method. Compared to the Rytov approximation, the proposed method results in higher RI values and reasonable shape, clearly revealing that the RBC have the narrow disk shaped morphology along the vertical axis.

In case of a hepatocyte, the proposed method not only mitigated the missing cone problem in terms of RI values and the shape of RI tomograms along the optical axis as in Fig. 5, but also achieved increased resolution. The 3D volume rendering images which correspond to two squares (one is dotted line and the other one is solid line) in Fig. 5 are shown in Fig. 6 (solid line). In case of 3D images, the volumes containing 3 slices in z-axis and x-axis are rendered using icy software [60]. Even though each scatterer has weak scatter, severe distortions could occur in RI tomograms when individual scatterers are closely located to one another [30]. Even, when the weak scatterers are overlapped along the optical axis as in Fig. 6, the proposed method reveals the structure that is hard to observe under the approximation as indicated by the white arrow.

5. Discussions

Similar nonlinear inverse problems have arisen in other types of inverse scattering problems such as diffuse optical tomography (DOT), electric impedance tomography (EIT), and magnetic resonance elastography. Based on the observation that the unknown constitutive parameters are usually sparsely distributed and do not vary during multiple illuminations in these problems, we have shown that the nonlinearity can be decoupled by exploiting the joint sparsity [46–49]. Specifically, it was shown that the unknown constitutive parameters can be reconstructed using a similar simple three-step approach as described in this paper. While superior reconstruction performance was demonstrated using numerical simulations, it was not clear why such a
Fig. 4. Experimental results of RBC RI tomograms obtained with (a) Rytov approximation and (b) proposed method. The white dotted lines represent the slices of the complementary figures. All scale bars are 3µm.

Fig. 5. Experimental results of hepatocyte RI tomograms obtained with (a) Rytov approximation and (b) proposed method. The white dotted lines and squares represent the slices of the complementary figures. All scale bars are 5µm.

Fig. 6. Cropped images of experimental results of hepatocyte RI tomograms in Fig. 5; (a),(c) : Rytov approximation, (b),(d) : proposed method. (c) and (d) are 3-D volume rendering images of the volume containing 3 slices in x-axis.
resolution enhancement was achieved and whether resolution enhancement can be achieved in real experimental setup.

In this regard, this work is the first theoretical explanation and empirical verification why such resolution enhancement occurs. In fact, another important contribution of this paper is to derive a general principle - resolution enhancement from sub-wavelength self-resonance modes - which can be universally applied in various inverse scattering problems. Specifically, for imaging unknown specimen with high contrast against the homogeneous background, the sub-wavelength self-resonance modes within the specimen can be amplified and propagated to the far-field, so without using any engineered medium or tailored point spread function (PSF), one can achieve super-resolution.

6. Conclusion

In this paper, we proposed a novel method to break through the Born and Rytov approximation to achieve resolution enhancement for ODT. Using the recent theory of super-resolution in resonant media, we showed that if the multiple scattering can be handled to estimate the $K_D$ operator accurately, the resolution enhancement can be expected from the sub-wavelength self-resonance modes that propagate to the far-field. Moreover, we provided an algorithm to estimate $K_D$ operator using a joint sparse recovery algorithm from compressed sensing. We compared the proposed algorithm with the first order Rytov approximation, which is commonly used to linearize the nonlinear integral solution of system equation of ODT using various samples such as a 5-µm-diameter fused silica microsphere, an RBC, a hepatocyte, and multiple fused silica microspheres. Results showed that the proposed method successfully overcame the missing cone problem by showing increased RI values and reduced elongation of the RI tomograms along the optical axis. More importantly, in case of the sample that consists of complex structures such as lipid oil droplets in hepatocytes and multiple fused silica microspheres, the proposed method revealed clear structures compared to the first order approximation, resulting in the improvement in the resolution.
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