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In this paper we consider the problem of reconstructing sources in a homogeneous viscoelastic medium from wavefield measurements. We first present a modified time-reversal imaging algorithm based on a weighted Helmholtz decomposition and justify mathematically that it provides a better approximation than by simply time reversing the displacement field, where artifacts appear due to the coupling between the pressure and shear waves. Then we investigate the source inverse problem in an elastic attenuating medium. We provide a regularized time-reversal imaging which corrects the attenuation effect at the first order. The results of this paper yield the fundamental tools for solving imaging problems in elastic media using cross-correlation techniques.
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1 Introduction

Waves in loss-less media are invariant under time transformation \( t \rightarrow -t \). This simple observation has provided very promising techniques in a variety of domains, including biomedical imaging [24], seismology [36], material analysis [41], land mine detection [39], telecommunication [37] and underwater acoustics [23]. In time-reversal algorithms, an output wave is time-reversed and retransmitted into the medium. By time invariance and reciprocity properties, the retransmitted wave retraces its path back through the medium and converges to the location of initial sources. This convergence of the reverted wave holds whatever is the complexity of the underlying medium, which can be homogeneous or scattering, dispersive or non-dispersive. See for instance [2, 22–28, 45 and references therein] for comprehensive details and discussions on time reversal. See also [5, 11, 19, 51] for applications of time-reversal techniques in biomedical imaging.

† This work was supported by the ERC Advanced Grant Project MULTIMOD–267184.
The robustness and simplicity of time-reversal techniques make them an ideal choice to resolve source localization problems. These inverse problems have been of significant interest in recent years and find numerous applications in different fields, particularly in biomedical imaging [4, 6, 8, 9, 40, 47]. If the sources are temporally localized, the source localization problems are actually equivalent to find initial states of a system governed by differential equations from the observations over some finite interval of time.

In this work, we consider the problem of reconstructing sources in a viscoelastic medium from wavefield measurements using time-reversal methods. Our motivation is the recent advances on hybrid methods in biomedical imaging exploiting elastic properties of soft tissues [30]. Examples of these hybrid methods include magnetic resonance elastography [10, 19], transient elasticity imaging [11], shear wave imaging [43] and acoustic radiation force imaging [9, 13]. The envisaged problem is quite challenging, indeed, because time reversibility of the wave equation breaks down in lossy media. Further, if not accounted for, these losses produce serious blurring in source reconstruction using classical time-reversal methods. In this paper, we use a thermo-viscous law model for the attenuation losses. We refer, for instance, to [17, 34, 35] for detailed discussions on the attenuation models in wave propagation and their causality properties.

The main contributions of this paper are twofold. We first provide a modified time-reversal imaging algorithm in non-attenuating elastic media based on a weighted Helmholtz decomposition and a Helmholtz–Kirchhoff identity for wave propagation in elastic media. Then we justify both analytically and numerically that the modified time-reversal algorithm provides a better approximation than by simply time reversing the displacement field. It has been observed that if one time-reverses the displacement field, then artifacts appear due to the coupling between the pressure and shear waves. Moreover, the focusing properties of the classical algorithm are not satisfying [19]. Using the new algorithm presented in this paper, one obtains significantly improved reconstruction and focusing properties.

Secondly, we give a regularized time-reversal imaging algorithm for source reconstruction in attenuating media and show that it leads to a first-order approximation in terms of viscosity parameters of the source term. For doing so, we express, using results from [7] based on the stationary phase theorem, the relationship between the Green tensors in attenuating and non-attenuating media. Then, with the help of a new version of Helmholtz–Kirchhoff identity in attenuating media, we prove that a regularized image of the source can be obtained. Finally, we present a variety of numerical illustrations to compare different time-reversal algorithms and to highlight the potential of our original approach.

The results of this paper yield the fundamental tools for solving imaging problems in elastic media using cross-correlation techniques. The weighted Helmholtz decomposition of the imaging functional together with the Helmholtz–Kirchhoff identities proved here are the building blocks for cross-correlation techniques in elastic media. In a forthcoming paper, the use of fundamental tools introduced in this paper for solving the problem of reconstructing spatial support of noise sources as it has been done in the acoustic case in [6] will be discussed. We also plan to develop efficient interferometric techniques based on these tools to correct for the effect of random fluctuations in the elasticity parameters on imaging and extend to the elastic case the approach investigated in [14–16].
2 Time reversal in homogeneous elastic media without viscosity

Let us consider the homogeneous isotropic elastic wave equation in $\mathbb{R}^d$ with $d = 2, 3$:

$$
\begin{aligned}
\frac{\partial^2 u}{\partial t^2}(x,t) - \mathcal{L}_{\lambda,\mu} u(x,t) &= \frac{d\delta_0(t)}{dt} F(x), \quad (x,t) \in \mathbb{R}^d \times \mathbb{R}, \\
u(x,t) &= \frac{\partial u}{\partial t}(x,t) = 0, \quad x \in \mathbb{R}^d, \ t < 0,
\end{aligned}
$$

where

$$
\mathcal{L}_{\lambda,\mu} u = \mu \Delta u + (\lambda + \mu) \nabla (\nabla \cdot u).$$

Here $(\lambda, \mu)$ are the Lamé coefficients of the medium and the density of the medium is equal to one. The aim in this section is to design efficient algorithms for reconstructing the compactly supported source function $F$ from the recorded data,

$$
\left\{ g(y,t) = u(y,t), \ y \in \partial \Omega, \ t \in [0, T] \right\},
$$

where $\Omega$ is supposed to strictly contain the support of $F$. We are interested in the following time-reversal functional:

$$
\mathcal{I}(x) = \int_0^T v_s(x, T) ds, \quad x \in \Omega,
$$

where the vector field $v_s$ is defined as the solution of

$$
\begin{aligned}
\frac{\partial^2 v_s}{\partial t^2}(x,t) - \mathcal{L}_{\lambda,\mu} v_s(x,t) &= \frac{d\delta_s(t)}{dt} g(x, T - s) \delta_{\partial\Omega}(x), \quad (x,t) \in \mathbb{R}^d \times \mathbb{R}, \\
v_s(x,t) &= \frac{\partial v_s}{\partial t}(x,t) = 0, \quad x \in \mathbb{R}^d, \ t < s.
\end{aligned}
$$

Here $\delta_{\partial\Omega}$ is the surface Dirac mass on $\partial \Omega$ and $g$ on $\partial \Omega \times [0, T]$ is the measured displacement field (2.3).

The time-reversal imaging functional $\mathcal{I}$ is usually implemented to reconstruct the source distribution in an elastic medium [19, 39, 40]. It is motivated by the time reversibility property of elastic waves. In a general setting, however, it is not sure whether it provides a good reconstruction of the source distribution $F$. Indeed the problem is that the recorded displacement field at the surface of the domain is a mixture of pressure and shear wave components. By time-reversing and back-propagating these signals as in (2.4), a blurred image is obtained due to the fact that the pressure and shear wave speeds are different.

In this work, we first present a modified time-reversal imaging functional $\tilde{\mathcal{I}}$, and justify mathematically that it provides a better approximation than $\mathcal{I}$ of the source $F$. This new functional $\tilde{\mathcal{I}}$ can be seen as a correction based on a weighted Helmholtz decomposition to $\mathcal{I}$ (which is considered as an initial guess). In fact, using the standard $L^2$-theory of the Helmholtz decomposition (see, for instance, [29]), we find in the search domain the compressional and the shear components of $\mathcal{I}$ such that

$$
\mathcal{I} = \nabla \times \psi_{\mathcal{I}} + \nabla \phi_{\mathcal{I}}.
$$
Then we multiply these components with $c_P = \sqrt{\lambda + 2\mu}$ and $c_S = \sqrt{\mu}$, the pressure and the shear wave speeds, respectively. Finally, we define $\tilde{\mathcal{I}}$ by

$$\tilde{\mathcal{I}} = c_S \nabla \times \psi_{\mathcal{I}} + c_P \nabla \phi_{\mathcal{I}}.$$  \hfill (2.7)

We rigorously explain why should this new functional be better than the original one. We substantiate this argument with numerical illustrations.

Intuitively, since the measured data is a combination of both shear and pressure waves having different phase velocities and polarization directions, a direct time reversal of the measured data induces an interference between different backpropagating wave modes having different phases. Indeed, a back propagated P-wave produces a P-wave as well as an induced S-wave (PS-wave) in the backpropagation of P-wave. Similarly, a re-emitted S-wave produces an S-wave and an induced SP-wave. As the phases of SP- and PS-waves are not the same (due to different velocities and thus wavenumbers), the cross terms remain in time-reversal step and induce artifacts in reconstruction. The proposed re-weighting in the multi-speed case adjusts SP and PS wave phases so that the interference of such waves reduces, thereby improving the resolution in the reconstruction.

In the sequel, we define, respectively, the Helmholtz decomposition operators $\mathcal{H}^P$ and $\mathcal{H}^S$ by

$$\mathcal{H}^P [\mathcal{I}] := \nabla \phi_{\mathcal{I}} \quad \text{and} \quad \mathcal{H}^S [\mathcal{I}] := \nabla \times \psi_{\mathcal{I}}.$$  \hfill (2.8)

Actually the decomposition $\mathcal{I} = \mathcal{H}^P [\mathcal{I}] + \mathcal{H}^S [\mathcal{I}]$ can be found by solving a weak Neumann problem in the search domain [29].

### 2.1 Time-reversal imaging analysis

In order to establish some results about time reversal using $\mathcal{I}$ and $\tilde{\mathcal{I}}$, we use the following integral formulation based on the elastic Green tensor.

#### 2.1.1 Integral formulation

Let us introduce the time-dependent Green tensor $G_0(x,t)$ associated to the elastic wave equation with a point source at $0$:

$$\begin{cases}
\frac{\partial^2 G_0}{\partial t^2}(x,t) - \mathcal{L}_{\lambda,\mu} G_0(x,t) = \delta_0(t)\delta_0(x)I, \quad (x,t) \in \mathbb{R}^d \times \mathbb{R}, \\
G_0(x,t) = \frac{\partial G_0}{\partial t}(x,t) = 0, \quad x \in \mathbb{R}^d, \quad t < 0,
\end{cases}$$  \hfill (2.9)

and the corresponding outgoing time-harmonic Green tensor $\hat{G}_{0,0}(x)$ (i.e. the temporal Fourier transform of $G_0(x,t)$) solution of

$$\left(\mathcal{L}_{\lambda,\mu} + \omega^2\right)\hat{G}_{0,0}(x) = -\delta_0(x)I, \quad x \in \mathbb{R}^d.$$  \hfill (2.10)

It can be expressed in the following form [1,12]:

$$\hat{G}_{0,0}(x) = \frac{1}{\mu\kappa_s^2} \left( \kappa_s^2 \hat{G}_{0,0}^S(x) + D \left( \hat{G}_{0,0}^S - \hat{G}_{0,0}^P \right)(x) \right), \quad x \in \mathbb{R}^d,$$  \hfill (2.11)
where \( I = (\delta_{ij})_{i,j=1}^d \) and \( D = (\frac{\partial^2}{\partial x_i \partial x_j})_{i,j=1}^d \). The coefficients

\[
\kappa_S = \frac{\omega}{\sqrt{\mu}} \quad \text{and} \quad \kappa_P = \frac{\omega}{\sqrt{\lambda + 2\mu}}
\]

are the shear and the pressure wavenumbers, respectively. The function \( \hat{G}_{o,0}^x(x) \) is the fundamental solution of the Helmholtz operator \(- (\Delta + \kappa_x^2)\) in \( \mathbb{R}^d \) with \( x = P, S \). For example, when \( d = 3 \), we have

\[
\hat{G}_{o,0}^x(x) = \frac{\exp(i\kappa_x|x|)}{4\pi|x|}, \quad x = P, S.
\]  

(2.12)

For \( T \) large enough, the functional \( \mathcal{J}(x) \) defined by (2.4) can be expressed in the form [5]

\[
\mathcal{J}(x) = \Re \left[ \frac{1}{2\pi} \int \int r^2 \left[ \int \hat{G}_{o,0}(x,y)\hat{G}_{o,0}(y,z) d\sigma(y) \right] d\omega F(z) dz \right]
\]

\[
= \frac{1}{4\pi} \int \int r^2 \left[ \int \left( \hat{G}_{o,0}(x,y)\hat{G}_{o,0}(y,z) + \hat{G}_{o,0}(x,y)\hat{G}_{o,0}(y,z) \right) d\sigma(y) \right] d\omega F(z) dz,
\]

(2.13)

where we have introduced the outgoing Green tensor for a point source at \( y \):

\[
\hat{G}_{o,0}(x,y) = \hat{G}_{o,0,0}(x-y).
\]  

(2.14)

We also introduce the decomposition of \( \hat{G}_{o,0} \) into shear and compressional components as

\[
\hat{G}_{o,0}(x) = \hat{G}_{o,0}^P(x) + \hat{G}_{o,0}^S(x),
\]  

(2.15)

with

\[
\hat{G}_{o,0}^P = -\frac{1}{\omega^2} D \hat{G}_{o,0}^P \quad \text{and} \quad \hat{G}_{o,0}^S = \frac{1}{\omega^2} \left( \kappa_S^2 \mathbf{I} + D \right) \hat{G}_{o,0}^S.
\]  

(2.16)

We can extend Helmholtz operators \( \mathcal{H}^P \) and \( \mathcal{H}^S \) to tensors \( G \) as follows:

\[
\mathcal{H}^P[G]p = \mathcal{H}^P[gp] \quad \text{and} \quad \mathcal{H}^S[G]p = \mathcal{H}^S[gp] \quad \text{for all vectors} \quad p.
\]

Note that \( \hat{G}_{o,0}^P \) and \( \hat{G}_{o,0}^S \) satisfy, respectively,

\[
(\nabla \cdot + \omega^2)\hat{G}_{o,0}^P = \mathcal{H}^P[-\delta_0 \mathbf{I}] \quad \text{and} \quad (\nabla \times + \omega^2)\hat{G}_{o,0}^S = \mathcal{H}^S[-\delta_0 \mathbf{I}].
\]  

(2.17)

Here

\[
\mathcal{H}^P[-\delta_0 \mathbf{I}] = -\nabla \cdot (G \mathbf{I}), \quad \mathcal{H}^S[-\delta_0 \mathbf{I}] = \nabla \times \nabla \times (G \mathbf{I}),
\]

and \( G(x) = 1/(4\pi|x|) \) for \( d = 3 \) [42]. Consequently, the Helmholtz decomposition of \( \mathcal{J} \) can be derived explicitly:

\[
\mathcal{J}(x) = \mathcal{H}^P[\mathcal{J}](x) + \mathcal{H}^S[\mathcal{J}](x),
\]  

(2.18)
with

\[
\mathcal{H}^P[\mathcal{I}](x) = \frac{1}{4\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega^2 \left[ \int_{\partial \Omega} \left[ \hat{G}_{\omega}^P(x, y) \hat{G}_{\omega}(y, z) + \hat{G}_{\omega}^P(x, y) \hat{G}_{\omega}(y, z) \right] d\sigma(y) \right] d\omega F(z) dz,
\]

and

\[
\mathcal{H}^S[\mathcal{I}](x) = \frac{1}{4\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega^2 \left[ \int_{\partial \Omega} \left[ \hat{G}_{\omega}^S(x, y) \hat{G}_{\omega}(y, z) + \hat{G}_{\omega}^S(x, y) \hat{G}_{\omega}(y, z) \right] d\sigma(y) \right] d\omega F(z) dz.
\]

Finally, the integral formulation of the modified imaging functional $\tilde{\mathcal{I}}$ defined by (2.7) reads

\[
\tilde{\mathcal{I}}(x) = \text{Re} \left[ \frac{1}{2\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega^2 \left[ \int_{\partial \Omega} \left[ c_s \hat{G}_{\omega}^S(x, y) + c_p \hat{G}_{\omega}^P(x, y) \right] \hat{G}_{\omega}(y, z) d\sigma(y) \right] d\omega F(z) dz \right].
\]

(2.19)

2.1.2 Helmholtz–Kirchhoff identity

In order to approximate the integral formulation (2.19) we use a Helmholtz–Kirchhoff identity for elastic media. Some of the results presented in this section can be found in [48,49] in the context of elastodynamic seismic interferometry. Indeed, the elastodynamic reciprocity theorems (Propositions 2.1 and 2.5) are the key ingredient to understand the relation between the cross-correlations of signals emitted by uncorrelated noise sources and the Green function between the observation points.

Let us introduce the conormal derivative \( \partial u / \partial \nu \) of the displacement field \( u \) at the surface \( \partial \Omega \) in the outward unit normal direction \( n \) by

\[
\partial u / \partial \nu := \lambda (\nabla \cdot u) n + \mu (\nabla u^T + (\nabla u^T)^T) n,
\]

(2.20)

where \( T \) denotes the transpose. Physically, the conormal derivative describes the surface traction associated with the displacement field \( u \). Also note that the conormal derivative tensor \( \partial G / \partial \nu \) means that for all constant vectors \( p \),

\[
\begin{bmatrix}
\partial G \\
\partial \nu
\end{bmatrix} p := \partial \left[ Gp \right] / \partial \nu.
\]

The following proposition is equivalent to [49, equation (73)]. Since our formulation is slightly different and this is the first building block of our theory, we give its proof for consistency. Moreover, elements of the proof are used in Proposition 2.2. The proof of Proposition 2.1 uses only the reciprocity relation and the divergence theorem. Consequently, Proposition 2.1 also holds in a heterogeneous medium, as shown in [49].
Proposition 2.1 For all \( x, z \in \Omega \), we have

\[
\int_{\partial \Omega} \left[ \frac{\partial \hat{G}_\omega(x, y)}{\partial \nu} \overline{\hat{G}_\omega(y, z)} - \hat{G}_\omega(x, y) \frac{\partial \overline{\hat{G}_\omega(y, z)}}{\partial \nu} \right] d\sigma(y) = 2i \Im \{ \hat{G}_\omega(x, z) \}. \tag{2.21}
\]

Proof By reciprocity we have

\[
\hat{G}_\omega(y, x) = \left[ \hat{G}_\omega(x, y) \right]^T. \tag{2.22}
\]

In addition, in the homogeneous isotropic case, we have \( \hat{G}_\omega(y, x) = \hat{G}_\omega(x, y) \), but we will not use this property here. Our goal is to show that for all constant vectors \( p \) and \( q \), we have

\[
\int_{\partial \Omega} \left[ q \cdot \frac{\partial \hat{G}_\omega(x, y)}{\partial \nu} \overline{\hat{G}_\omega(y, z)} p - q \cdot \hat{G}_\omega(x, y) \frac{\partial \overline{\hat{G}_\omega(y, z)}}{\partial \nu} p \right] d\sigma(y) = 2i q \cdot \Im \{ \hat{G}_\omega(x, z) \} p.
\]

Taking scalar product of equations

\[
(\mathcal{L}_{\lambda, \mu} + \omega^2) \hat{G}_\omega(y, x) q = -\delta_x(y) q \quad \text{and} \quad (\mathcal{L}_{\lambda, \mu} + \omega^2) \overline{\hat{G}_\omega(y, z)} p = -\delta_z(y) p
\]

with \( \overline{\hat{G}_\omega(y, z)} p \) and \( \hat{G}_\omega(y, x) q \), respectively, subtracting the second result from the first, and integrating in \( y \) over \( \Omega \), we obtain

\[
\int_{\Omega} \left[ (\hat{G}_\omega(y, z)p) \cdot \mathcal{L}_{\lambda, \mu}(\hat{G}_\omega(y, x)q) - \mathcal{L}_{\lambda, \mu}(\overline{\hat{G}_\omega(y, z)p}) \cdot (\hat{G}_\omega(y, x)q) \right] dy
\]

\[
= p \cdot (\hat{G}_\omega(z, x)q) - q \cdot (\overline{\hat{G}_\omega(x, z)p}) = 2i q \cdot \Im \{ \hat{G}_\omega(x, z) \} p.
\]

Using the form of the operator \( \mathcal{L}_{\lambda, \mu} \), this gives

\[
2i q \cdot \Im \{ \hat{G}_\omega(x, z) \} p = \lambda \int_{\Omega} \left[ (\hat{G}_\omega(y, z)p) \cdot \left\{ \nabla \cdot (\hat{G}_\omega(y, x)q) \right\} - (\hat{G}_\omega(y, x)q) \cdot \left\{ \nabla \cdot (\overline{\hat{G}_\omega(y, z)p}) \right\} \right] dy
\]

\[
+ \mu \int_{\Omega} \left[ (\hat{G}_\omega(y, z)p) \cdot \left\{ (\Delta + \nabla \cdot) \hat{G}_\omega(y, x)q \right\} - (\hat{G}_\omega(y, x)q) \cdot \left\{ (\Delta + \nabla \cdot) \overline{\hat{G}_\omega(y, z)p} \right\} \right] dy.
\]

We recall that, for two sufficiently smooth functions \( u, v : \mathbb{R}^d \to \mathbb{R}^d \), we have

\[
(\Delta u + \nabla (\nabla \cdot u)) \cdot v = \nabla \cdot \left[ (\nabla u^T + (\nabla u^T)^T) v \right] - \frac{1}{2} \left[ (\nabla u^T + (\nabla u^T)^T) \cdot (\nabla v^T + (\nabla v^T)^T) \right].
\]

\[
\nabla (\nabla \cdot u) \cdot v = \nabla \cdot \left[ (\nabla \cdot u) v \right] - (\nabla \cdot u) (\nabla \cdot v).
\]
Therefore, we find
\[
2iq \cdot \Im \{ \hat{G}_{\omega}(x, z) \} p = \lambda \int_{\Omega} \left[ \nabla \cdot \left\{ [\nabla \cdot (\hat{G}_{\omega}(y, x) q)] \hat{G}_{\omega}(y, z) p \right\} - \nabla \cdot \left\{ [\nabla \cdot (\hat{G}_{\omega}(y, z) p)] \hat{G}_{\omega}(y, x) q \right\} \right] dy
+ \mu \int_{\Omega} \left[ \nabla \cdot \left\{ \left( \nabla \hat{G}_{\omega}(y, x) q \right)^T + (\nabla \hat{G}_{\omega}(y, x) q)^T \right\} \hat{G}_{\omega}(y, z) p \right] dy
- \nabla \cdot \left\{ \left( \nabla \hat{G}_{\omega}(y, z) p \right)^T + (\nabla \hat{G}_{\omega}(y, z) p)^T \right\} \hat{G}_{\omega}(y, x) q \right\} dy.
\]

Now we use divergence theorem and the definition of the conormal derivative to get
\[
2iq \cdot \Im \{ \hat{G}_{\omega}(x, z) \} p = \lambda \int_{\partial\Omega} \left[ \mathbf{n} \cdot \left\{ \nabla \cdot (\hat{G}_{\omega}(y, x) q) \right\} \hat{G}_{\omega}(y, z) p \right] - \mathbf{n} \cdot \left\{ \nabla \cdot (\hat{G}_{\omega}(y, z) p) \right\} \hat{G}_{\omega}(y, x) q \right\} dy
+ \mu \int_{\partial\Omega} \left[ \mathbf{n} \cdot \left\{ \left( \nabla \hat{G}_{\omega}(y, x) q \right)^T + (\nabla \hat{G}_{\omega}(y, x) q)^T \right\} \hat{G}_{\omega}(y, z) p \right] dy
\]
\[
= \int_{\partial\Omega} \left[ \left( \hat{G}_{\omega}(y, z) p \right) \cdot \nabla \hat{G}_{\omega}(y, x) q - \mathbf{n} \cdot \left\{ \nabla \cdot (\hat{G}_{\omega}(y, x) q) \right\} \hat{G}_{\omega}(y, z) p \right] dy
= \int_{\partial\Omega} \left[ q \cdot \frac{\partial \hat{G}_{\omega}(y, x)}{\partial n} \right] \hat{G}_{\omega}(y, z) p - q \cdot \hat{G}_{\omega}(x, y) \frac{\partial \hat{G}_{\omega}(y, z)}{\partial n} \right] dy,
\]
which is the desired result. Note that for establishing the last equality, we have used the reciprocity relation (2.22).
Proof First, we recall that $\hat{G}_o^P(y, x)$ and $\hat{G}_o^S(y, x)$ are solutions of (2.17). We proceed as in the proof of Proposition 2.1 to find:

$$
\int_{\partial\Omega} \left[ \frac{\partial \hat{G}_o^S(x, y)}{\partial v} \hat{G}_o^P(y, z) - \hat{G}_o^S(x, y) \frac{\partial \hat{G}_o^P(y, z)}{\partial v} \right] d\sigma(y)
$$

$$
= \int_{\partial\Omega} \left[ \mathcal{H}^S[-\delta x I](y) \hat{G}_o^P(y, z) - \hat{G}_o^S(x, y) \mathcal{H}^P[-\delta x I](y) \right] dy
$$

$$
= \left[ \mathcal{H}^S[\delta I] \ast \overline{\hat{G}_o^P(\cdot, z)} \right](x) - \left[ \hat{G}_o^S(x, \cdot) \ast \mathcal{H}^P[\delta I] \right](z).
$$

Using the fact that $\hat{G}_o^P = \mathcal{H}^P[\hat{G}_o]$ and $\mathcal{H}^S \mathcal{H}^P = \mathcal{H}^P \mathcal{H}^S = 0$, we get

$$
\mathcal{H}^S \left[ \mathcal{H}^S[\delta I] \ast \overline{\hat{G}_o^P(\cdot, z)} \right](x) = 0 \quad \text{and} \quad \mathcal{H}^P \left[ \mathcal{H}^S[\delta I] \ast \overline{\hat{G}_o^P(\cdot, z)} \right] = 0.
$$

Therefore, we conclude

$$
\left[ \mathcal{H}^S[\delta I] \ast \overline{\hat{G}_o^P(\cdot, z)} \right](x) = 0.
$$

Similarly, we have

$$
\left[ \hat{G}_o^S(x, \cdot) \ast \mathcal{H}^P[\delta I] \right] = 0,
$$

which gives the desired result. \qed

Finally, the following proposition shows that the elastodynamic reciprocity theorem (Proposition 2.1) holds for each wave component. As it has been said before, Proposition 2.3 holds only in a homogeneous isotropic medium.

Proposition 2.3 For all $x, z \in \mathbb{R}^d$ and $\alpha = P, S$,

$$
\int_{\partial\Omega} \left[ \frac{\partial \hat{G}_o^\alpha(x, y)}{\partial v(y)} \hat{G}_o^P(y, z) - \hat{G}_o^\alpha(x, y) \frac{\partial \hat{G}_o^P(y, z)}{\partial v(y)} \right] d\sigma(y) = 2i \Im \{\hat{G}_o^\alpha(x, z)\}. \tag{2.24}
$$

Proof As both cases, $\alpha = P$ and $\alpha = S$, are similar, we only provide a proof for $\alpha = P$. For $\alpha = P$, indeed, we have

$$
\int_{\partial\Omega} \left[ \frac{\partial \hat{G}_o^P(x, y)}{\partial v(y)} \hat{G}_o^P(y, z) - \hat{G}_o^P(x, y) \frac{\partial \hat{G}_o^P(y, z)}{\partial v(y)} \right] d\sigma(y)
$$

$$
= \left[ \mathcal{H}^P[-\delta I] \ast \overline{\hat{G}_o^P(\cdot, z)} \right](x) - \left[ \hat{G}_o^P(x, \cdot) \ast \mathcal{H}^P[-\delta I] \right](z).
$$

Using the fact that $\hat{G}_o^P(y, z) = \hat{G}_o^P(y - z) = \hat{G}_o^P(z - y)$, we can write

$$
\left[ \mathcal{H}^P[-\delta I] \ast \overline{\hat{G}_o^P(\cdot, z)} \right](x) = \left[ \mathcal{H}^P[-\delta I] \ast \overline{\hat{G}_o^P(\cdot)} \right](x - z),
$$

and

$$
\left[ \hat{G}_o^P(x, \cdot) \ast \mathcal{H}^P[-\delta I] \right](z) = \left[ \hat{G}_o^P(\cdot) \ast \mathcal{H}^P[-\delta I] \right](z - x) = \left[ \mathcal{H}^P[-\delta I] \ast \hat{G}_o^P(\cdot) \right](x - z).
$$


Therefore,

\[
\int_{\partial \Omega} \left[ \frac{\partial \hat{G}_0^P(x, y)}{\partial \nu} \hat{G}_0^P(y, z) - \hat{G}_0^P(x, y) \frac{\partial \hat{G}_0^P(y, z)}{\partial \nu} \right] d\sigma(y) \\
= \mathcal{H}^P \left[ 2i \Im \{ \hat{G}_0^P(x, z) \} \right] = 2i \Im \{ \hat{G}_0^P(x, z) \},
\]

where the last equality results from the fact that \( \mathcal{H}^S \mathcal{H}^P = 0 \).

2.1.3 Approximation of the conormal derivative

In this section we derive an approximation of the conormal derivative \( (\partial \hat{G}_0^\alpha/\partial \nu)(x, y), \ y \in \partial \Omega, \ x \in \Omega \). In general, this approximation involves the angles between the pressure and shear rays and the normal on \( \partial \Omega \). This approximation becomes simple when \( \Omega \) is a ball with very large radius, since in this case all rays are normal to \( \partial \Omega \) (Proposition 2.4). It allows us to use a simplified version of the Helmholtz–Kirchhoff identity to analyse the imaging functional \( \tilde{I} \) when \( \Omega \) is a ball with large radius (Proposition 2.5).

**Proposition 2.4** If \( n(y) = \hat{y} - x \) and \( |x - y| \gg 1 \), then, for \( x = P, S \),

\[
\frac{\partial \hat{G}_0^x(x, y)}{\partial \nu(y)} = i \omega c \hat{G}_0^x(x, y) + o \left( \frac{1}{|x - y|} \right), \quad (2.25)
\]

**Proof** Here we only prove the proposition for \( d = 3 \). The case \( d = 2 \) follows from exactly the same arguments. Moreover, it is enough to show that for all constant vectors \( q \),

\[
\frac{\partial \hat{G}_0^P(x, y)q}{\partial \nu(y)} = i \omega c \hat{G}_0^P(x, y)q + o \left( \frac{1}{|x - y|} \right)
\]

and

\[
\frac{\partial \hat{G}_0^S(x, y)q}{\partial \nu(y)} = i \omega c \hat{G}_0^S(x, y)q + o \left( \frac{1}{|x - y|} \right).
\]

**Pressure component:** Recall that

\[
\hat{G}_0^P(x, y) = -\frac{1}{\omega^2} \mathbf{D} \hat{G}_0^P(x, y) = \frac{1}{c_p^2} \hat{G}_0^P(x, y) \hat{y} - x \otimes \hat{y} - x + o \left( \frac{1}{|x - y|} \right),
\]

with \( \hat{G}_0^P(x, y) = \hat{G}_0^P(x, x) = \hat{G}_0^P(x, x) \) and \( \hat{G}_0^P(x, x) \) given by (2.12), so we have

\[
\hat{G}_0^P(x, y)q = \frac{1}{c_p^2} \hat{G}_0^P(x, y) (\hat{y} - x \cdot q) \hat{y} - x + o \left( \frac{1}{|x - y|} \right).
\]
Therefore,

\[
\frac{\partial \hat{G}^P_{\omega}(x, y)q}{\partial v(y)} = \lambda \nabla_y \cdot \left( \hat{G}^P_{\omega}(x, y) q \right) n(y) + \mu \left[ \nabla_y (\hat{G}^P_{\omega}(x, y) q)^T + (\nabla_y (\hat{G}^P_{\omega}(x, y) q))^T \right] n(y)
\]

\[
= \frac{y - x}{c_p} \cdot q \ i \omega \hat{G}^P_{\omega}(x, y) \left[ \lambda \ n + 2 \mu (y - x) \cdot n \right] + o \left( \frac{1}{|y - x|} \right)
\]

\[
= \frac{y - x}{c_p} \cdot q \ i \omega \hat{G}^P_{\omega}(x, y) \left[ \lambda \ n + 2 \mu (y - x) \cdot n \right] + o \left( \frac{1}{|y - x|} \right)
\]

\[
= \frac{y - x}{c_p} \cdot q \ i \omega \hat{G}^P_{\omega}(x, y) \left[ \lambda \ (n - y - x) + 2 \mu (y - x) \cdot n - 1 \right] y - x
\]

\[+ \ i \omega c_p \hat{G}^P_{\omega}(x, y) q + o \left( \frac{1}{|y - x|} \right) \]

In particular, when \( n(y) = \frac{y - x}{|y - x|} \), we have

\[
\frac{\partial \hat{G}^P_{\omega}(x, y)q}{\partial v(y)} = i \omega c_p \hat{G}^P_{\omega}(x, y) q + o \left( \frac{1}{|y - x|} \right).
\]

Shear components: As

\[
\hat{G}^S_{\omega}(x, y) = \frac{1}{\omega^2} \left( \kappa^2 \mathbf{1} + D \right) \hat{G}^S_{\omega}(x, y) = \frac{1}{c_s^2} \hat{G}^S_{\omega}(x, y) \left( \mathbf{I} - \frac{y - x}{|y - x|} \otimes \frac{y - x}{|y - x|} \right) + o \left( \frac{1}{|x - y|} \right),
\]

we have

\[
\hat{G}^S_{\omega}(x, y) q = \frac{1}{c_s^2} \hat{G}^S_{\omega}(x, y) \left( q - \left( \frac{y - x}{|y - x|} \right) \frac{y - x}{|y - x|} \right) + o \left( \frac{1}{|x - y|} \right).
\]

The conormal derivative is

\[
\frac{\partial \hat{G}^S_{\omega}(x, y)q}{\partial v(y)} = \lambda \nabla_y \cdot \left( \hat{G}^S_{\omega}(x, y) q \right) n(y) + \mu \left[ \nabla_y (\hat{G}^S_{\omega}(x, y) q)^T + (\nabla_y (\hat{G}^S_{\omega}(x, y) q))^T \right] n(y).
\]

Now, remark that

\[
\lambda \nabla \left( \hat{G}^S_{\omega}(x, y) q \right) n(y) = \frac{i \omega}{c_s^2} \hat{G}^S_{\omega}(x, y) \left[ (q - \left( \frac{y - x}{|y - x|} \right) \frac{y - x}{|y - x|} ) \cdot \frac{y - x}{|y - x|} \right] n + o \left( \frac{1}{|x - y|} \right)
\]

\[= o \left( \frac{1}{|x - y|} \right),
\]
and
\[
\mu \left[ V(\hat{G}^S(x, y)q) + (V(\hat{G}^S(x, y)q)^T) \right] n
\]
\[
= \mu \frac{i\omega}{c_S} \hat{G}^S(x, y) \left[ q \otimes \hat{y} - x + \hat{y} - x \otimes q - 2(\hat{y} - x \cdot q) \hat{y} - x \otimes \hat{y} - x \right] n + o \left( \frac{1}{|x - y|} \right)
\]
\[
= \mu \frac{i\omega}{c_S} \hat{G}^S(x, y) \left[ (\hat{y} - x \cdot n) q + (q \cdot n) \hat{y} - x - 2(\hat{y} - x \cdot q)(\hat{y} - x \cdot n) \hat{y} - x \right]
\]
\[
+ o \left( \frac{1}{|x - y|} \right) = \mu \frac{i\omega}{c_S} \hat{G}^S(x, y) \left[ (\hat{y} - x \cdot n) - 1 \right] [q - (\hat{y} - x \cdot q) \hat{y} - x]
\]
\[
+ \mu \frac{i\omega}{c_S} \hat{G}^S(x, y) \left[ (q \cdot n - (\hat{y} - x \cdot q)(\hat{y} - x \cdot n)) \hat{y} - x \right] + i\omega c_S \hat{G}^S(x, y) q
\]
\[
+ o \left( \frac{1}{|x - y|} \right).
\]

In particular, when \( n(y) = \hat{y} - \hat{x} \), we have
\[
\frac{\partial \hat{G}^S(x, y) q}{\partial v(y)} = i\omega c_S \hat{G}^S(x, y) q + o \left( \frac{1}{|y - x|} \right).
\]

The following is a direct consequence of Propositions 2.2, 2.3 and 2.4.

**Proposition 2.5** Let \( \Omega \subset \mathbb{R}^d \) be a ball with large radius \( R \). Then, for all \( x, z \in \mathbb{R}^d \), we have
\[
\lim_{R \to +\infty} \int_{\partial \Omega} \hat{G}^S_{\omega}(x, y) \bar{\hat{G}}_{\omega}^S(y, z) d\sigma(y) = \frac{1}{\omega c_x} \Im \{\hat{G}^S_{\omega}(x, z)\}, \quad \omega = P, S, \quad (2.26)
\]
\[
\lim_{R \to +\infty} \int_{\partial \Omega} \hat{G}^P_{\omega}(x, y) \bar{\hat{G}}_{\omega}^P(y, z) d\sigma(y) = 0. \quad (2.27)
\]

### 2.1.4 Analysis of the imaging functional \( \hat{J} \)

In this section, we assume that \( \Omega \) is a ball of radius \( R \) in \( \mathbb{R}^d \) and that the support, \( \text{supp} \{F\} \), of \( F \) is sufficiently localized at the centre of \( \Omega \) so that for all \( x \in \text{supp} \{F\} \) and for all \( y \in \partial \Omega \)
\[
\hat{y} - x = n(y) + o \left( \frac{1}{|y - x|^{(d-1)/2}} \right).
\]

Then we have the following theorem.

**Theorem 2.6** Let \( x \in \Omega \) be sufficiently far from the boundary \( \partial \Omega \) (with respect to wavelengths) and \( \hat{J} \) be defined by \((2.7)\). Then,
\[
\hat{J}(x) \simeq F(x).
\]
Proof From (2.19) we have

\[
\mathcal{J}(x) = \frac{1}{4\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega^2 \left[ \int_{\partial \Omega} \tilde{G}_{\omega}(x, y) \tilde{G}_{\omega}(y, z) + \tilde{G}_{\omega}(x, y) \tilde{G}_{\omega}(y, z) \right] d\omega \mathcal{F}(z) dz,
\]

where

\[
\tilde{G}_{\omega}(x, y) = c_s \hat{G}_{\omega}^S(x, y) + c_p \hat{G}_{\omega}^P(x, y).
\]

Proposition 2.5 allows us to write

\[
\mathcal{J}(x) \simeq \frac{1}{4\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega^2 \left[ \int_{\partial \Omega} \tilde{G}_{\omega}(x, y) \tilde{G}_{\omega}(y, z) + \tilde{G}_{\omega}(x, y) \tilde{G}_{\omega}(y, z) \right] d\omega \mathcal{F}(z) dz
\]

Propositions 2.4 and 2.1 then give

\[
\mathcal{J}(x) \simeq \frac{1}{4\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} -i\omega \left[ \hat{G}_{\omega}(x, y) \hat{G}_{\omega}(y, z) - \hat{G}_{\omega}(x, y) \hat{G}_{\omega}(y, z) \right] d\omega \mathcal{F}(z) dz
\]

The last equality results from the identity

\[
\frac{1}{2\pi} \int_{\mathbb{R}} -i\omega \hat{G}_{\omega}(x, z) d\omega = \delta_{x}(z) I,
\]

which comes from the integration of the time-dependent version of (2.10) between \( t = 0^- \) and \( t = 0^+ \). \( \square \)

Remark 2.7 If the unweighted time-reversal imaging functional \( \mathcal{J} \) is used instead of \( \mathcal{J} \), then crossed terms remain. Using the same arguments as above, we find

\[
\mathcal{J}(x) \simeq \frac{c_s + c_p}{c_s c_p} \frac{1}{4\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega \Im \left[ (\hat{G}_{\omega}^P + \hat{G}_{\omega}^S)(x, z) \right] d\omega \mathcal{F}(z) dz
\]

\[+ \frac{c_s - c_p}{c_s c_p} \frac{1}{4\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega \Im \left[ (\hat{G}_{\omega}^P - \hat{G}_{\omega}^S)(x, z) \right] d\omega \mathcal{F}(z) dz\]

\[
\simeq \frac{c_s + c_p}{2c_s c_p} \mathcal{F}(x) + \frac{c_s - c_p}{2c_s c_p} \int_{\mathbb{R}^d} \mathcal{B}(x, z) \mathcal{F}(z) dz,
\]

\[(2.29)\]

where

\[
\mathcal{B}(x, z) = \frac{1}{2\pi} \int_{\mathbb{R}} \omega \Im \left[ (\hat{G}_{\omega}^P - \hat{G}_{\omega}^S)(x, z) \right] d\omega
\]

is the operator that describes the error in the reconstruction of the source \( \mathcal{F} \) obtained with \( \mathcal{J} \) when \( c_s \neq c_p \). In particular, the operator \( \mathcal{B} \) is not diagonal, which means that the reconstruction mixes the components of \( \mathcal{F} \).
2.2 Numerical simulations

In this section we present numerical illustrations and describe our algorithms for numerical resolution of the source problem to show that $\mathcal{F}$ provides a better reconstruction than $\mathcal{I}$.

2.2.1 Description of the algorithm

Let us describe the algorithm we used for the numerical resolution of the elastic wave equation in 2D:

$$\frac{\partial^2 u}{\partial t^2}(x,t) = \left[ \mu \Delta u + (\lambda + \mu) \nabla (\nabla \cdot u) \right](x,t), \quad (x,t) \in \mathbb{R}^2 \times \mathbb{R},$$

$$u(x,0) = F(x) \quad \text{and} \quad \frac{\partial u}{\partial t}(x,0) = 0.$$  \hspace{0.5cm} (2.31)

This equation is computed in the box $Q = [-L/2,L/2]^2$ such that $\Omega \subset Q$ with periodic boundary conditions. We use a splitting spectral Fourier approach [18] coupled with a perfectly matched layer (PML) technique (see, for instance, [21, 31 and the references therein]) to simulate a free outgoing interface on $\partial Q$. The PML technique is implemented by adding a penalization term $q\frac{\partial u}{\partial t}$ to the elastic wave equation in $Q$. The penalization coefficient $q$ is supported in a neighbourhood of the boundary $\partial Q$. Moreover, it is a smooth positive function of the distance to $\partial Q$ and grows exponentially. To solve the equation $\frac{\partial^2 u}{\partial t^2} - L_{\lambda,\mu}u + q\frac{\partial u}{\partial t} = 0$ in $Q$ with periodic boundary conditions, we use a splitting spectral Fourier approach. We first solve the equation $\frac{\partial^2 u}{\partial t^2} - L_{\lambda,\mu}u = 0$ in the spatial Fourier domain and then treat the ordinary differential equation $\frac{\partial^2 u}{\partial t^2} + q\frac{\partial u}{\partial t} = 0$ in the spatial domain.

In order to solve the elastic wave equation, $\frac{\partial^2 u}{\partial t^2} - L_{\lambda,\mu}u = 0$ in the spatial Fourier domain, we note that it can be rewritten as a first-order partial differential equation:

$$\frac{\partial P}{\partial t} = AP + BP,$$

where, with the notation $u = (u_1, u_2)$ and $x = (x_1, x_2),$

$$P = \begin{pmatrix} u_1 \\ \frac{\partial u_1}{\partial t} \\ u_2 \\ \frac{\partial u_2}{\partial t} \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 1 & 0 & 0 \\ (\lambda + 2\mu)\frac{\partial^2}{\partial x_1^2} + \mu\frac{\partial^2}{\partial x_2^2} & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & (\lambda + 2\mu)\frac{\partial^2}{\partial x_2^2} + \mu\frac{\partial^2}{\partial x_1^2} & 0 \end{pmatrix}$$

and

$$B = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & (\lambda + \mu)\frac{\partial}{\partial x_1}\frac{\partial}{\partial x_1} & 0 \\ 0 & 0 & 0 & 0 \\ (\lambda + \mu)\frac{\partial}{\partial x_1}\frac{\partial}{\partial x_2} & 0 & 0 \end{pmatrix}.$$
This equation is integrated via *Strang’s splitting method* [44]. This splitting approach is known to be of order two and reads,

$$\exp((A + B)t) = \exp(Bt/2) \exp(At) \exp(Bt/2) + o(t^2).$$

The operator $\exp(At)$ is computed exactly in the spatial Fourier space. Indeed, the Fourier transform

$$\hat{P}_A(\xi, t) = \int P_A(x, t)e^{i\xi \cdot x} dx$$

of $P_A(x, t) = \exp(At)P(x)$ is given explicitly by

$$\begin{align*}
\hat{u}_{A,1}(\xi, t) &= \cos \left( \sqrt{\xi^2_{\lambda,\mu,1} t} \right) \hat{u}_1(\xi) + t \sin \left( \sqrt{\xi^2_{\lambda,\mu,1} t} \right) \hat{\partial}_t u_1(\xi), \\
\hat{\partial}_t u_{A,1}(\xi, t) &= \cos \left( \sqrt{\xi^2_{\lambda,\mu,1} t} \right) \hat{\partial}_t u_1(\xi) - \sqrt{\xi^2_{\lambda,\mu,1} t} \sin \left( \sqrt{\xi^2_{\lambda,\mu,1} t} \right) \hat{u}_1(\xi), \\
\hat{u}_{A,2}(\xi, t) &= \cos \left( \sqrt{\xi^2_{\lambda,\mu,2} t} \right) \hat{u}_2(\xi) + t \sin \left( \sqrt{\xi^2_{\lambda,\mu,2} t} \right) \hat{\partial}_t u_2(\xi), \\
\hat{\partial}_t u_{A,2}(\xi, t) &= \cos \left( \sqrt{\xi^2_{\lambda,\mu,2} t} \right) \hat{\partial}_t u_2(\xi) - \sqrt{\xi^2_{\lambda,\mu,2} t} \sin \left( \sqrt{\xi^2_{\lambda,\mu,2} t} \right) \hat{u}_2(\xi),
\end{align*}$$

with

$$\xi^2_{\lambda,\mu,1} = (\lambda + 2\mu)\xi_1^2 + \mu\xi_2^2, \quad \xi^2_{\lambda,\mu,2} = (\lambda + 2\mu)\xi_1^2 + \mu\xi_1^2, \quad \text{and} \quad \text{sinc}(t) = \sin(t)/t.$$

The second operator $\exp(Bt)$ can also be integrated exactly, and the spatial Fourier transform of

$$P_B(x, t) = \exp(Bt)P(x)$$

is given explicitly by

$$\begin{align*}
\hat{u}_{B,1}(\xi, t) &= \hat{u}_1(\xi), \\
\hat{\partial}_t u_{B,1}(\xi, t) &= \hat{\partial}_t u_1(\xi) + t\xi_{\lambda,\mu,3}\hat{u}_2(\xi), \\
\hat{u}_{B,2}(\xi, t) &= \hat{u}_2(\xi), \\
\hat{\partial}_t u_{B,2}(\xi, t) &= \hat{\partial}_t u_2(\xi) + t\xi_{\lambda,\mu,3}\hat{u}_1(\xi),
\end{align*}$$

with

$$\xi_{\lambda,\mu,3} = (\lambda + \mu)\xi_1 \xi_2.$$

This global algorithm appears to be stable under a classical condition of the form

$$\delta_t \leq c(\lambda, \mu)\delta_x^2,$$

where $\delta_t$ and $\delta_x$ denote, respectively, the time and the spatial step of discretization. Here $c(\lambda, \mu)$ is a constant which depends only on the Lamé coefficients $\lambda$ and $\mu$.

The functional $\tilde{J}(x)$ also requires a Helmholtz decomposition algorithm. As the support of the functional $\tilde{J}(x)$ is included in $\Omega \subset \Omega$, we use a homogeneous Neumann boundary condition on $\partial \Omega$. This decomposition is numerically obtained with a fast algorithm based on a symmetry principle and a Fourier–Helmholtz decomposition algorithm [50].
2.2.2 Experiments

In the sequel, for numerical illustrations, \( \Omega \) is taken as a unit disc. Its boundary is discretized by 1,024 sensors. Each solution of elastic wave equation is computed over \((x, t) \in [-L/2, L/2]^2 \times [0, T]\) with \(L = 4\) and \(T = 2\). The discretization steps are \(dt = T/2^{13}\) and \(dx = L/2^{9}\).

Figure 1 presents the first experiment with Lamé parameters \((\lambda, \mu) = (1, 1)\). The first (top) line corresponds to the two components of the initial source \(F\). The second line corresponds to the data \(g(y, t) = u(y, t)\) recorded over \((y, t) \in \partial \Omega \times [0, T]\). Note that the shear and pressure waves are mixed in the recorded signal and it seems difficult to separate them. The third line corresponds to the imaging functional \(I(x)\). This example clearly shows that the reconstruction of the source \(F\) is not so accurate with classical time-reversal imaging. Moreover, in the last row, the plots represent the modified imaging functional \(\tilde{I}(x)\) where the reconstruction is clearly better.

Figure 2 shows another example with different Lamé parameters \((\lambda, \mu) = (10, 1)\). The same conclusion holds.

In Figure 3, we use a ‘less localized’ (large) source distribution. We observe some artifacts in the reconstruction of the imaging functional \(\tilde{I}\). We can also observe, from the recorded data, that the pressure and shear waves are very much coupled with each other. The artifacts in the reconstruction are the consequence of such coupling. In this situation, we do not have a normal incidence of the waves on \(\partial \Omega\).

To conclude, \(\tilde{I}\) provides a better reconstruction of the sources than \(I\). However, in certain cases, the reconstructions by \(\tilde{I}\) are not optimal, and need further improvements. Several other challenging problems remain. It would be very interesting to extend the strategy developed in [3] to correct the effect of partial measurements in the elastic case. Another important problem is to correct the effect of random fluctuations in the elastic parameters. It is known that time-reversal techniques yield blurry images in such a case. Coherent interferometric techniques [14,15] may lead to better imaging in the elastic case as well.

3 Time-reversal algorithm for viscoelastic media

In this section we investigate the source inverse problem in an elastic attenuating medium. We provide an efficient regularized time-reversal imaging algorithm that corrects for the leading-order terms of the attenuation effect. Consider the viscoelastic wave equation in \(\mathbb{R}^d\) with \(d = 2, 3\):

\[
\begin{align*}
\frac{\partial^2 u_a(x, t)}{\partial t^2} &- \mathcal{L}_{\lambda, \mu} u_a(x, t) - \frac{\partial}{\partial t} \mathcal{L}_{\eta_v, \eta_p} u_a(x, t) = \frac{d\delta_0(t)}{dt} F(x), & (x, t) \in \mathbb{R}^d \times \mathbb{R}, \\
u_a(x, t) &- \frac{\partial u_a(x, t)}{\partial t} = 0, & t < 0,
\end{align*}
\]

(3.1)

where the viscosity parameters \(\eta_v\) and \(\eta_p\) are positive constants and account for losses in the medium. Let \(g_a(x, t) := u_a(x, t), x \in \partial \Omega, t \in [0, T]\). Again, the inverse problem is to reconstruct \(F(x), x \in \Omega\) from \(g_a(x, t), x \in \partial \Omega, t \in [0, T]\). For solving the problem, we use a time-reversal approach.
Figure 1. (Colour online) Source reconstruction. Comparison between the imaging functionals $\mathcal{I}$ and $\tilde{\mathcal{I}}$ with Lamé constants $(\lambda, \mu) = (1, 1)$. From top to bottom: First line: the source $F$; second line: recorded data $g(y, t)$; third line: imaging functional $\mathcal{I}$; last line: imaging functional $\tilde{\mathcal{I}}$. 
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Figure 2. (Colour online) Source reconstruction. Comparison between the imaging functionals $\mathcal{I}$ and $\tilde{\mathcal{I}}$ with Lamé constants $(\lambda, \mu) = (10, 1)$. First line: source $F$; second line: recorded data $g(y, t)$; third line: imaging functional $\mathcal{I}$; last line: imaging functional $\tilde{\mathcal{I}}$. 
Figure 3. (Colour online) Source reconstruction. Comparison between the imaging functionals $\mathcal{F}$ and $\tilde{\mathcal{F}}$ with Lamé constants $(\lambda, \mu) = (1, 1)$ and less localized source than in Figure 1. First line: source $F$; second line: recorded data $g(y, t)$; third line: imaging functional $\mathcal{F}$; last line: imaging functional $\tilde{\mathcal{F}}$. 
Before doing so, it is worth mentioning that there are several other models for attenuation. Empirically, attenuation in viscoelastic media obeys a frequency power law-type attenuation, whereas thermo-viscous model considered here is a special case. In this regard, we refer to [17, 38, 45 and references therein]. As the present work is motivated by biomedical imaging techniques, and the thermo-viscous model (also known as the Kelvin–Voigt model) is well justified in modelling viscoelastic behaviour of a large class of elastic materials, including soft tissues [20], we therefore concentrate on thermo-viscous model. In the acoustic case in [5, 7], the acoustic counterpart of the present inverse problem where generalized type of power-law attenuation is dealt with. The analysis therein is presented first for thermo-viscous model and then a simple procedure is devised to extend the analysis therein to general power-law models using an argument of fractional Laplacian and dominated convergence theorem of Lebesgue. Here a very similar remark holds, since a viscoelastic wave can be converted to two acoustic-type waves using Helmholtz decompositions, and the results presented in this paper can be extended easily to general viscoelastic models. For acoustic power-law attenuation models and reconstruction algorithms, see [33].

We now turn to time reversal in viscoelastic media. As in the acoustic case [5], the strategy of time reversal is to consider the functional

$$\mathcal{I}_a(x) = \int_0^T v_{s,a}(x, T)ds,$$

where $v_{s,a}$ should be the solution of the adjoint (time-reversed) viscoelastic wave equation, i.e.

$$\begin{cases}
\frac{\partial^2}{\partial t^2} v_{s,a}(x, t) - \mathcal{L}_{\eta,\eta} v_{s,a}(x, t) \\
\quad + \frac{\partial}{\partial t} \mathcal{L}_{\eta,\eta} v_{s,a}(x, t) = \frac{d\delta_s(t)}{dt} g_a(x, T - s)\delta_{\partial\Omega}(x), \quad (x, t) \in \mathbb{R}^d \times \mathbb{R},
\end{cases}$$

Further, the idea is to enhance image resolution using $\tilde{\mathcal{I}}_a$, as in purely elastic media, where

$$\tilde{\mathcal{I}}_a = c_S \mathcal{H}^S [\mathcal{I}_a] + c_P \mathcal{H}^P [\mathcal{I}_a].$$

Unfortunately, the adjoint viscoelastic problem is severely ill-posed. Indeed, the high-frequency components are exponentially increasing due to the presence of the anti-damping term

$$\left( + \frac{\partial}{\partial t} \mathcal{L}_{\eta,\eta} v_{s,a} \right),$$

which induces instability. Therefore, we need to regularize the adjoint problem by truncating high-frequency components either in time or in space.
For $y \in \mathbb{R}^d$ let us introduce the time-dependent Green tensor $G_a$ associated to the viscoelastic wave equation which is the solution to

$$
\begin{align*}
\frac{\partial^2 G_a(x, y, t)}{\partial t^2} - L_{\lambda, \mu} \frac{\partial G_a(x, y, t)}{\partial t} - L_{\eta, \eta'} G_a(x, y, t) &= \frac{d \delta_0(t)}{dt} \delta_y(x), \quad (x, t) \in \mathbb{R}^d \times \mathbb{R}, \\
G_a(x, y, t) &= \frac{\partial G_a}{\partial t}(x, y, t) = 0, \quad t < 0.
\end{align*}
$$

(3.4)

We denote by $\hat{G}_{a,\omega}$ its temporal Fourier transform. It is the outgoing time-harmonic Green tensor solution of

$$
(L_{\lambda, \mu} - \omega^2) \hat{G}_{a,\omega}(x, y) = -\delta_y(x) I, \quad x, y \in \mathbb{R}^d.
$$

(3.5)

We also introduce the adjoint viscoelastic Green tensor $\hat{G}_{-a,\omega}$. It is the solution to

$$
(L_{\lambda, \mu} + \omega^2 \) \hat{G}_{-a,\omega}(x, y) = -\delta_y(x) I, \quad x, y \in \mathbb{R}^d.
$$

(3.6)

We introduce an approximation $v_{s,a,\rho}$ of the adjoint wave $v_{s,a}$ by

$$
v_{s,a,\rho}(x, t) = -\frac{1}{2\pi} \int_{|\omega| \leq \rho} \left\{ \int_{\partial \Omega} i\omega \hat{G}_{-a,\omega}(x, y) g_a(y, T-s) d\sigma(y) \right\} \exp(-i\omega(t-s)) d\omega,
$$

(3.7)

where $\rho \in \mathbb{R}^+$ is the cut-off parameter. The regularized time-reversal imaging functional defined by

$$
\mathcal{I}_{a,\rho}(x) = \int_0^T v_{s,a,\rho}(x, T) ds
$$

(3.8)

can be written as

$$
\mathcal{I}_{a,\rho}(x) = -\int_{\partial \Omega} \int_0^T \frac{\partial}{\partial s} \left[ G_{-a,\rho}(x, y, T-s) g_a(y, T-s) ds d\sigma(y),
$$

(3.9)

where

$$
G_{-a,\rho}(x, y, t) = \frac{1}{2\pi} \int_{|\omega| \leq \rho} \hat{G}_{-a,\omega}(x, y) \exp(-i\omega t) d\omega.
$$

(3.10)

**Remark 3.1** Let $\mathcal{S}'$ be the space of tempered distributions, i.e. the dual of the Schwartz space $\mathcal{S}$ of rapidly decreasing functions [32]. The function $v_{s,a,\rho}(x, t)$ can be identified as the solution of the following wave equation:

$$
\frac{\partial^2 v_{s,a,\rho}(x, t)}{\partial t^2} - L_{\lambda, \mu} v_{s,a,\rho}(x, t) + \frac{\partial}{\partial t} L_{\eta, \eta'} v_{s,a,\rho}(x, t) = S_\rho \left[ \frac{d \delta_\rho(t)}{dt} \right] g_a(x, T-s) \delta_{T\partial \Omega}(x),
$$

(3.11)

where the operator $S_\rho$ is defined on the space $\mathcal{S}'$ by

$$
S_\rho [y](t) = \frac{1}{2\pi} \int_{|\omega| \leq \rho} \exp(-i\omega t) \hat{y}(\omega) d\omega,
$$

(3.12)
with
\[ \hat{\psi}(\omega) = \int_{\mathbb{R}} \psi(t) \exp(i\omega t) \, dt. \] (3.13)

### 3.1 Green’s tensor in viscoelastic media

As in Section 2, we decompose \( \hat{G}_{\pm a,\omega} \) in the form
\[ \hat{G}_{\pm a,\omega} = \hat{G}^{S}_{\pm a,\omega} + \hat{G}^{P}_{\pm a,\omega}, \] (3.14)
where \( \hat{G}^{S}_{\pm a,\omega} \) and \( \hat{G}^{P}_{\pm a,\omega} \) are, respectively, the fundamental solutions of
\[ (L_{\lambda,\mu} \mp i\omega L_{\eta,\eta} + \omega^2) \hat{G}_{\pm a,\omega}(x, y) = \mathcal{H}^{\omega}[-\delta_y I](x), \quad \alpha = P, S. \] (3.15)

Let us also introduce the decomposition of the operator \( L_{\lambda,\mu} \) into shear and pressure components as
\[ L_{\lambda,\mu} = L^{S}_{\lambda,\mu} + L^{P}_{\lambda,\mu}, \quad \text{and} \quad L_{\eta,\eta} = L^{S}_{\eta,\eta} + L^{P}_{\eta,\eta}, \] (3.16)
where
\[ L^{S}_{\lambda,\mu} u = c^2_S [\Delta u - \nabla (\nabla \cdot u)] \quad \text{and} \quad L^{P}_{\lambda,\mu} u = c^2_P \nabla (\nabla \cdot u), \] (3.17)
and
\[ L^{S}_{\eta,\eta} u = c^2_S \varepsilon_S [\Delta u - \nabla (\nabla \cdot u)] \quad \text{and} \quad L^{P}_{\eta,\eta} u = c^2_P \varepsilon_P \nabla (\nabla \cdot u). \] (3.18)
Here we have defined
\[ \varepsilon_S = \frac{\eta_\mu}{\mu} \quad \text{and} \quad \varepsilon_P = \frac{\eta_\lambda + 2\eta_\mu}{\lambda + 2\mu}. \] (3.19)

Therefore, the tensors \( \hat{G}^{S}_{\pm a,\omega} \) and \( \hat{G}^{P}_{\pm a,\omega} \) are also solutions of
\[ (L^{S}_{\lambda,\mu} \mp i\omega L^{S}_{\eta,\eta} + \omega^2) \hat{G}^{S}_{\pm a,\omega}(x, y) = \mathcal{H}^{\omega}[-\delta_y I](x), \quad \alpha = P, S. \] (3.20)

The corrected regularized time-reversal imaging functional defined by
\[ \tilde{J}_{a,\rho} = c_S \mathcal{H}^{S} \left[ J_{a,\rho} \right] + c_P \mathcal{H}^{P} \left[ J_{a,\rho} \right] \] (3.21)
is then given by
\[ \tilde{J}_{a,\rho}(x) = -\int_{\mathbb{R}} \int_0^T \frac{\partial}{\partial s} \left[ c_P G^{P}_{a,\rho}(x, y, T - s) + c_S G^{S}_{a,\rho}(x, y, T - s) \right] g_{a}(y, T - s) \, ds \, d\sigma(y), \] (3.22)
where
\[ G^{S}_{a,\rho}(x, y, t) = \frac{1}{2\pi} \int_{|\omega| \leq \rho} \hat{G}^{S}_{a,\omega}(x, y) \exp(-i\omega t) \, d\omega, \quad \alpha = P, S. \] (3.23)

In the next section we express the relationship between the data \( g_a \) and the ideal measurements \( g \) obtained in the non-attenuated case. By doing so we prove with the help of a new version of the Helmholtz–Kirchhoff identity that a regularized image of the source \( F \) can be obtained.
3.2 Attenuation operator and its asymptotics

Recall that \( u \) and \( u_a \) are, respectively, the solutions of the wave equations

\[
\frac{\partial^2 u}{\partial t^2}(x,t) - L_{\lambda,\mu}u(x,t) = \frac{d\delta_0(t)}{dt} F(x),
\]

and

\[
\frac{\partial^2 u_a}{\partial t^2}(x,t) - L_{\lambda,\mu}u_a(x,t) - \frac{\partial}{\partial t} L_{\eta,\eta'}u_a(x,t) = \frac{d\delta_0(t)}{dt} F(x),
\]

with the initial conditions

\[
u(x,t) = u_a(x,t) = \frac{\partial u}{\partial t}(x,t) = \frac{\partial u_a}{\partial t}(x,t) = 0, \quad t < 0.
\]

We decompose \( u \) and \( u_a \) as

\[
u = u^S + u^P = \mathcal{K}^S[u] + \mathcal{K}^P[u] \quad \text{and} \quad u_a = u_a^S + u_a^P = \mathcal{K}^S[u_a] + \mathcal{K}^P[u_a].
\]

The temporal Fourier transforms \( \hat{u}_\omega^S \) and \( \hat{u}_{a,\omega}^S \) of the vector functions \( u^S \) and \( u_a^S \) are, respectively, solutions of

\[
(\omega^2 + L_{\lambda,\mu}^S) \hat{u}_\omega^S = i\omega \mathcal{K}^S[F] \quad \text{and} \quad (\kappa_\omega^S(\omega)^2 + L_{\lambda,\mu}^S) \hat{u}_{a,\omega}^S = i\kappa_\omega^S(\omega)^2 \mathcal{K}^S[F], \quad \omega = P, S,
\]

where

\[
\kappa_\omega^S(\omega) = \frac{\omega}{\sqrt{1 - i\omega \epsilon}}.
\]

In particular, it implies that

\[
u_a^S = \mathcal{A}_\epsilon^S[u^S] \quad \text{and} \quad u_a^P = \mathcal{A}_\epsilon^P[u^P],
\]

where \( \mathcal{A}_\epsilon \), for \( \epsilon > 0 \), is the attenuation operator

\[
\mathcal{A}_\epsilon[\phi](t) = \frac{1}{2\pi} \int_{\mathbb{R}} \kappa_\omega(\omega) \left\{ \int_{\mathbb{R}^+} \phi(s) \exp{i k_\omega(\omega)s} \exp{-io t} d\omega \right\} d\omega, \quad t > 0.
\]

We also define the operator \( \mathcal{A}_{-\epsilon, \rho} \) by

\[
\mathcal{A}_{-\epsilon, \rho}[\phi](t) = \frac{1}{2\pi} \int_{\mathbb{R}^+} \phi(s) \left\{ \int_{|\omega| \leq \rho} \frac{\kappa_\omega(\omega)}{\omega} \exp{i k_\omega(\omega)s} \exp{-io t} d\omega \right\} ds,
\]

which is associated with \( \kappa_{-\epsilon}(\omega) = \frac{\omega}{\sqrt{1 + i\omega \epsilon}} \). Moreover, its adjoint operator \( \mathcal{A}_{-\epsilon, \rho}^* \) reads

\[
\mathcal{A}_{-\epsilon, \rho}^*[\phi](t) = \frac{1}{2\pi} \int_{|\omega| \leq \rho} \frac{\kappa_{-\epsilon}(\omega)}{\omega} \exp{i k_{-\epsilon}(\omega)t} \left\{ \int_{\mathbb{R}^+} \phi(s) \exp{-io s} ds \right\} d\omega.
\]

We extend the operators \( \mathcal{A}_\epsilon, \mathcal{A}_{-\epsilon, \rho} \) and \( \mathcal{A}_{-\epsilon, \rho}^* \) to tensors \( G \), i.e. for all vectors \( p \in \mathbb{R}^d \),

\[
\mathcal{A}_\epsilon[Gp] = \mathcal{A}_\epsilon[G]p, \quad \mathcal{A}_{-\epsilon, \rho}[Gp] = \mathcal{A}_{-\epsilon, \rho}[G]p \quad \text{and} \quad \mathcal{A}_{-\epsilon, \rho}^*[Gp] = \mathcal{A}_{-\epsilon, \rho}^*[G]p.
\]
By the definition of the operators $\mathcal{A}_\varepsilon$ and $\mathcal{A}_{-\varepsilon,\rho}$, we have for $\alpha = P, S$:

$$
\frac{\partial G^\alpha}{\partial t}(x, y, t) = \mathcal{A}_\varepsilon \left[ \frac{\partial G^\alpha}{\partial t}(x, y, \cdot) \right](t), \quad (3.34)
$$

$$
\frac{\partial G^{\alpha-a,\rho}}{\partial t}(x, y, t) = \mathcal{A}_{-\varepsilon,\rho} \left[ \frac{\partial G^\alpha}{\partial t}(x, y, \cdot) \right](t). \quad (3.35)
$$

It is worth emphasizing that identities (3.34) and (3.35) are exact. They are particular cases of (3.30) with $F(x) = \delta_y(x)I$. They still hold for other attenuation models as shown in [33].

We need the following results from [5, 7].

**Proposition 3.2**

- Let $\phi(t) \in \mathcal{S}([0, \infty))$, $\mathcal{S}$ being the Schwartz space. Then

  $$
  \mathcal{A}_\varepsilon [\phi](t) = \phi(t) + \frac{\varepsilon}{2} (t\phi')(t) + o(\varepsilon) \quad \text{as} \quad \varepsilon \to 0. \quad (3.36)
  $$

- Let $\phi(t) \in \mathcal{D}([0, \infty))$, where $\mathcal{D}([0, \infty))$ is the space of $C^\infty$-functions of compact support on $[0, \infty)$. Then, for all $\rho > 0$,

  $$
  \mathcal{A}^*_{-\varepsilon,\rho} [\phi](t) = S_\rho [\phi](t) - \frac{\varepsilon}{2} S_\rho [(t\phi')'](t) + o(\varepsilon) \quad \text{as} \quad \varepsilon \to 0, \quad (3.37)
  $$

  where $S_\rho$ is defined by (3.12).

- Let $\phi(t) \in \mathcal{D}([0, \infty))$. Then, for all $\rho > 0$,

  $$
  \mathcal{A}^*_{-\varepsilon,\rho} \mathcal{A}_\varepsilon [\phi](t) = S_\rho [\phi](t) + o(\varepsilon) \quad \text{as} \quad \varepsilon \to 0. \quad (3.38)
  $$

Recall that $g = u$ and $g_a = u_a$ on $\partial \Omega \times [0, T]$. It then follows from (3.30) that, for $\alpha = P, S$, and $\varepsilon_\alpha \to 0$,

$$
\mathcal{A}^*_{-\varepsilon_\alpha,\rho} \mathcal{A}_\varepsilon [g^\alpha_a] = S_\rho [g^\alpha_a] + o(\varepsilon_\alpha), \quad (3.39)
$$

where

$$
g^\alpha_a = \mathcal{H}^\alpha[g_a], \quad g^\alpha = \mathcal{H}^\alpha[g]. \quad (3.40)
$$

Identity (3.39) proves that $\mathcal{A}^*_{-\varepsilon_\alpha,\rho}$ is an approximate inverse of $\mathcal{A}_\varepsilon$. Moreover, it plays a key role in showing that the regularized time-reversal algorithm provides a first-order correction of the attenuation effect.
3.3 Helmholtz–Kirchhoff identity in attenuating media

In this section we derive a new Helmholtz–Kirchhoff identity in elastic attenuating media. For doing so, let us introduce the conormal derivatives \( \partial u / \partial v_a \) and \( \partial u / \partial v_{-a} \) as follows:

\[
\partial u / \partial v_{\pm a} := \left( \lambda (\nabla \cdot u)n + \mu (\nabla u^T + (\nabla u^T)^T)n \right) \mp i \omega \left( \eta_d (\nabla \cdot u)n + \eta_p (\nabla u^T + (\nabla u^T)^T)n \right).
\]

(3.41)

Note also that for a tensor \( G \) the conormal derivative \( \partial G / \partial v_{\pm a} \) means that for all constant vectors \( p \),

\[
\frac{\partial G}{\partial v_{\pm a}} := \frac{\partial [Gp]}{\partial v_{\pm a}}.
\]

(3.42)

The following properties hold.

**Proposition 3.3** For all \( x, z \in \Omega \), we have

\[
\int_{\partial \Omega} \left[ \frac{\partial G^{S}_{a,\omega}(x,y)}{\partial v_{-a}} \frac{G^{P}_{a,\omega}(y,z)}{G^{P}_{a,\omega}} - \frac{\partial G^{S}_{a,\omega}(x,y)}{\partial v_{a}} \frac{\partial G^{P}_{a,\omega}(y,z)}{\partial v_{-a}} \right] d\sigma(y) = 0.
\]

(3.43)

**Proof** For \( x, z \in \Omega \),

\[
\mathcal{J}(x, z) := \int_{\partial \Omega} \left[ \frac{\partial G^{S}_{a,\omega}(x,y)}{\partial v_{-a}} \frac{G^{P}_{a,\omega}(y,z)}{G^{P}_{a,\omega}} - \frac{\partial G^{S}_{a,\omega}(x,y)}{\partial v_{a}} \frac{\partial G^{P}_{a,\omega}(y,z)}{\partial v_{-a}} \right] d\sigma(y)
\]

\[
= \int_{\partial \Omega} \left[ \mathcal{L}_{\pm a, \omega} \frac{G^{S}_{a,\omega}(x,y)}{\partial v_{-a}} \frac{G^{P}_{a,\omega}(y,z)}{G^{P}_{a,\omega}} - \frac{\partial G^{S}_{a,\omega}(x,y)}{\partial v_{a}} \frac{\partial G^{P}_{a,\omega}(y,z)}{\partial v_{-a}} \right] d\sigma(y)
\]

\[
= \int_{\Omega} \left[ \mathcal{L}_{\pm a, \omega} \frac{G^{S}_{a,\omega}(x,y)}{\partial v_{-a}} \frac{G^{P}_{a,\omega}(y,z)}{G^{P}_{a,\omega}} - \frac{\partial G^{S}_{a,\omega}(x,y)}{\partial v_{a}} \frac{\partial G^{P}_{a,\omega}(y,z)}{\partial v_{-a}} \right] d\sigma(y)
\]

Since \( \tilde{G}^{P}_{a,\omega}(x,y) \) and \( \tilde{G}^{S}_{a,\omega}(x,y) \) are solutions of (3.15) with \( z = P, S \), respectively, it follows that

\[
\mathcal{J}(x, z) = [\mathcal{H}^{S}[-\delta_0 I] * \tilde{G}^{P}_{a,\omega}(\cdot, z)](x) - [\mathcal{G}^{S}_{a,\omega}(x, \cdot) * \mathcal{H}^{P}[-\delta_0 I]](z).
\]

As in the proof of Proposition 2.2, one can show that

\[
[\mathcal{H}^{S}[-\delta_0 I] * \tilde{G}^{P}_{a,\omega}(\cdot, z)](x) = 0 \quad \text{and} \quad [\mathcal{G}^{S}_{a,\omega}(x, \cdot) * \mathcal{H}^{P}[-\delta_0 I]](z) = 0,
\]

which completes the proof of the proposition. \( \square \)
We now give an approximation of the viscoelastic conormal derivative, which holds only for homogeneous isotropic elastic media.

**Proposition 3.4** If \( n = \frac{\vec{y} - \vec{x}}{|\vec{y} - \vec{x}|} \), then for \( \alpha = P, S \), we have

\[
\frac{\partial \hat{G}_{\pm a,\omega}^x(x, y)}{\partial \nu_{\pm a}} \simeq \frac{ic_\omega^2}{\kappa_{\pm \varepsilon}(\omega)} \hat{G}_{\pm a,\omega}^x(x, y),
\]

where

\[
\kappa_{\pm \varepsilon}(\omega) = \frac{\omega}{\sqrt{1 \mp i\omega \varepsilon}}.
\]

**Proof** Indeed, note that (see Appendix)

\[
\hat{G}_{\pm a,\omega}^x(x, y) = \left[ \frac{\kappa_{\pm \varepsilon}(\omega)}{\omega} \right]^2 \hat{G}_{\kappa_{\pm \varepsilon}(\omega)}^x(x, y), \quad \alpha = P, S.
\]

Then, from Proposition 2.4, we obtain

\[
\frac{\partial \hat{G}_{\pm a,\omega}^x(x, y)}{\partial \nu_{\pm a}} \simeq \left[ \frac{\kappa_{\pm \varepsilon}(\omega)}{\omega} \right]^2 \left( ic_\omega^2 \kappa_{\pm \varepsilon}(\omega) \hat{G}_{\kappa_{\pm \varepsilon}(\omega)}^x(x, y) \mp i\omega \left( ic_\omega^2 \kappa_{\pm \varepsilon}(\omega) \hat{G}_{\kappa_{\pm \varepsilon}(\omega)}^x(x, y) \right) \right)
\]

\[
\simeq \left[ ic_\omega \kappa_{\pm \varepsilon}(\omega)(1 \mp i\omega \varepsilon) \right] \hat{G}_{\pm a,\omega}^x(x, y) \simeq \frac{ic_\omega^2}{\kappa_{\pm \varepsilon}(\omega)} \hat{G}_{\pm a,\omega}^x(x, y),
\]

which completes the proof. \( \square \)

In particular, the following estimate holds as a direct consequence of Propositions 3.3 and 3.4.

**Proposition 3.5** Let \( \Omega \subset \mathbb{R}^d \) be a ball with large radius \( R \). Then for all \( x, z \in \Omega \) sufficiently far (with respect to wavelengths) from boundary \( \partial \Omega \), we have

\[
\int_{\partial \Omega} \hat{G}_{\pm a,\omega}^S(x, y) \hat{G}_{\pm a,\omega}^P(y, z) d\sigma(y) \simeq \int_{\partial \Omega} \hat{G}_{\pm a,\omega}^P(x, y) \hat{G}_{\pm a,\omega}^S(y, z) d\sigma(y) \simeq 0.
\]

### 3.4 Analysis of the regularized time-reversal imaging algorithm

The aim of this section is to justify that, in a homogeneous isotropic elastic medium, the regularized time-reversal imaging functional \( \hat{J}_{\alpha, \rho} \) provides a correction of the attenuation effect.
Theorem 3.6 The regularized time-reversal imaging functional $\tilde{J}_{a,\rho}$ satisfies

$$J_{a,\rho}(x) = \tilde{J}_\rho(x) + o(\varepsilon_S + \varepsilon_P),$$  \hspace{1cm} (3.48)

$$\tilde{J}_\rho(x) := \int_{\Omega} \int_0^T \left[ c_s \frac{\partial}{\partial s} G^S(x, y, s) + c_p \frac{\partial}{\partial s} G^P(x, y, s) \right] S_\rho [g(y, \cdot)](s) ds d\sigma(y),$$  \hspace{1cm} (3.49)

where $S_\rho$ is defined by (3.12).

Proof We can decompose the functional $\tilde{J}_{a,\rho}$ as follows:

$$J_{a,\rho}(x) = \int_{\Omega} \int_0^T \frac{\partial}{\partial s} \left[ c_p G^P_{a,\rho}(x, y, T - s) + c_s G^S_{a,\rho}(x, y, T - s) \right] g_a(y, T - s) ds d\sigma(y)$$

$$= \int_{\Omega} \int_0^T \frac{\partial}{\partial s} \left[ c_p G^P_{a,\rho}(x, y, s) + c_s G^S_{a,\rho}(x, y, s) \right] \left[ g_a^S(y, s) + g_a^P(y, s) \right] ds d\sigma(y)$$

$$= J_{a,\rho}^{SS}(x) + J_{a,\rho}^{SP}(x) + J_{a,\rho}^{PS}(x) + J_{a,\rho}^{PP}(x),$$

where

$$J_{a,\rho}^{zz}(x) = \int_{\Omega} \int_0^T \frac{\partial}{\partial s} \left[ c_s G^S_{a,\rho}(x, y, s) \right] g_a^z(y, s) ds d\sigma(y), \hspace{1cm} \forall, \beta \in \{P, S\}.$$

Similarly, we can decompose the functional $\tilde{J}_\rho$ as

$$\tilde{J}_\rho(x) = J_\rho^{SS}(x) + J_\rho^{SP}(x) + J_\rho^{PS}(x) + J_\rho^{PP}(x),$$

with

$$J_\rho^{z\beta}(x) = \int_{\Omega} \int_0^T \frac{\partial}{\partial s} \left[ c_s G^S(x, y, s) \right] S_\rho[g^z(y, \cdot)](s) ds d\sigma(y), \hspace{1cm} \forall, \beta \in \{P, S\}.$$

The first term $J_{a,\rho}^{SS}(x)$ satisfies

$$J_{a,\rho}^{SS}(x) = \int_{\Omega} \int_0^T \frac{\partial}{\partial s} \left[ c_s G^S(x, y, s) \right] S_\rho[g^S(y, \cdot)](s) ds d\sigma(y)$$

$$= \int_{\Omega} \int_0^T \frac{\partial}{\partial s} \left[ c_s G^S(x, y, s) \right] \frac{\partial}{\partial s} \left[ \frac{\partial}{\partial s} \left[ c_s G^S(x, y, \cdot) \right] \right](s) ds d\sigma(y)$$

$$= \int_{\Omega} \int_0^T \frac{\partial}{\partial s} \left[ c_s G^S(x, y, s) \right] S_\rho \frac{\partial}{\partial s} \left[ c_s G^S(x, y, \cdot) \right](s) ds d\sigma(y) + o(\varepsilon_S)$$

$$= J_{a,\rho}^{SS}(x) + o(\varepsilon_S)$$

by using Proposition 3.2. Similarly, we get

$$J_{a,\rho}^{PP}(x) = J_\rho^{PP}(x) + o(\varepsilon_P).$$
Moreover, the coupling terms \( J_{a,\rho}^{SP} \) and \( J_{a,\rho}^{PS} \) vanish. Indeed, thanks to Proposition 3.5, we have

\[
J_{a,\rho}^{SP}(x) = \frac{1}{2\pi} \int_{\mathbb{R}^d} \int_{|\omega|<\rho} \omega^2 \left[ \int_{\partial \Omega} \left[ c_S \tilde{G}_a^{S}(x,y) \tilde{G}_a^{P}(y,z) d\sigma(y) \right] d\omega F(z) dz \right] \approx 0,
\]

and

\[
J_{a,\rho}^{PS}(x) = \frac{1}{2\pi} \int_{\mathbb{R}^d} \int_{|\omega|<\rho} \omega^2 \left[ \int_{\partial \Omega} \left[ c_P \tilde{G}_a^{P}(x,y) \tilde{G}_a^{S}(y,z) d\sigma(y) \right] d\omega F(z) dz \right] \approx 0.
\]

Proposition 2.5 shows that we also have

\[
J_{\rho}^{SP}(x) = \frac{1}{2\pi} \int_{\mathbb{R}^d} \int_{|\omega|<\rho} \omega^2 \left[ \int_{\partial \Omega} \left[ c_S \tilde{G}_\rho^{S}(x,y) \tilde{G}_\rho^{P}(y,z) d\sigma(y) \right] d\omega F(z) dz \right] \approx 0,
\]

\[
J_{\rho}^{PS}(x) = \frac{1}{2\pi} \int_{\mathbb{R}^d} \int_{|\omega|<\rho} \omega^2 \left[ \int_{\partial \Omega} \left[ c_P \tilde{G}_\rho^{P}(x,y) \tilde{G}_\rho^{S}(y,z) d\sigma(y) \right] d\omega F(z) dz \right] \approx 0,
\]

which concludes the proof.

It is straightforward to check that

\[
\tilde{J}_{\rho}(x) \xrightarrow{\theta \to \infty} \tilde{J}(x) \approx F(x)
\]

by Theorem 2.6. Therefore, \( \tilde{J}_{a,\rho} \) provides a first-order correction in terms of \( \varepsilon_S + \varepsilon_P \) of the attenuation effect. Moreover, the imaging functional \( \tilde{J}_{a,\rho} \) can be seen as the time-reversal functional \( \tilde{J} \) defined by (2.7) applied to \( A_{-\rho} \tilde{g}_a^\ast, x = P, S \). As shown in (3.38), the regularized operator \( A_{-\rho} \tilde{g}_a^\ast \) gives a first-order approximation of the inverse of \( A_\rho \). It would be very interesting to construct higher order reconstructions in terms of the attenuation effect using higher order approximations of the inverse of operator \( A_\rho \). The problem is more challenging than the one in the scalar case [5] because of the coupling between the shear and pressure components. Also note that if one applies the time-reversal functional \( \tilde{J} \) to the data \( g_a \) directly, then one finds

\[
\tilde{J}(x) = \int_{\partial \Omega} \frac{\partial}{\partial S} \left[ c_P \tilde{G}_P(x,y,s) + c_S \tilde{G}_S(x,y,s) \right] [g_a(y,\cdot)](s) ds d\sigma(y)
\]

\[
= \frac{1}{2\pi} \int_{\mathbb{R}^d} \int_{\mathbb{R}} \omega^2 \left[ \int_{\partial \Omega} \left[ c_P \tilde{G}_\rho^{P}(x,y) + c_S \tilde{G}_\rho^{S}(x,y) \right] \tilde{G}_a^{\ast}(y,z) d\sigma(y) \right] d\omega F(z) dz,
\]

which gives an error of the order of \( \varepsilon_S + \varepsilon_P \) as can be seen from expansion (3.36).

**Remark 3.7** Finally, it is worth emphasizing that the choice of the cut-off parameter \( \rho \) is based on the trade-off between image resolution and stability. On the one hand, \( \rho \) must be selected large enough for good resolution. On the other hand, for the stability of the reconstruction, it is required not to be too large. In the acoustic case, \( 1/\sqrt{\varepsilon} \text{diam}(\Omega) \) (with \( \varepsilon \) being the attenuation coefficient) serves as a threshold for \( \rho \) in order to ensure stability, where \( \text{diam} \) denotes the diameter [5]. A threshold cut-off frequency \( \rho \) in the elastic case can accordingly be \( 1/\sqrt{\max(\varepsilon_S,\varepsilon_P) \text{ diam}(\Omega)} \).
3.5 Numerical simulations

In this section we present numerical illustrations and describe our algorithms for numerical resolution of the source problem to show that \( \tilde{I}_{a,\rho} \) provides a better reconstruction than \( \tilde{I}_a \), where the attenuation effect was not taken into account.

### 3.5.1 Description of the algorithm

In the expression of \( \tilde{I}_{a,\rho} \), the solution \( v_{s,a,\rho}(x,t) \) is very difficult to obtain numerically. Therefore, we prefer to regularize the problem by truncating high-frequency components in space instead of time, in contrast with our theoretical analysis. In general, the choice of regularization in time or in space depends on the numerical method used for computing the solution. Since a Fourier spectral scheme is used here, regularizing in space is simpler than regularizing in time.

This can be seen as an approximation \( \tilde{v}_{s,a,\rho}(x,t) \) of \( v_{s,a,\rho}(x,t) \) defined as the solution of

\[
\frac{\partial^2 \tilde{v}_{s,a,\rho}}{\partial t^2}(x,t) - \mathcal{L}_{\eta,\eta\mu} \tilde{v}_{s,a,\rho}(x,t) = \frac{d\delta_t(t)}{dt} \mathcal{X}_\rho \left[ g_a(\cdot,T-s) \delta_{\partial\Omega} \right](x) \delta_{\partial\Omega}(x),
\]

where the operator \( \mathcal{X}_\rho \) is defined by

\[
\mathcal{X}_\rho[f](x) = \int_{|k| \leq \rho} \left[ \int_{\mathbb{R}^d} f(y) \exp(-2i\pi k \cdot y) dy \right] \exp(2i\pi k \cdot x) dk.
\]

The operator \( \mathcal{X}_\rho \), as the operator \( S_\rho \), truncates high frequencies but in the space variable. Note that a criteria for choosing \( \rho \) similar to the one in the case of a truncation in time can be obtained.

To compute the solution of the viscoelastic wave equation in two dimensions

\[
\frac{\partial^2 u_a}{\partial t^2}(x,t) - \mathcal{L}_{\lambda,\mu} u_a(x,t) - \frac{\partial}{\partial t} \mathcal{L}_{\eta,\eta\mu} u_a(x,t) = 0,
\]

we use the same algorithm presented in the purely elastic case, i.e. we use a larger box \( \Omega \subset Q = [-L/2,L/2]^2 \) with periodic boundary conditions and again a splitting spectral Fourier approach coupled with a PML technique to simulate a free outgoing interface on \( \partial Q \).

### 3.5.2 Experiments

In the sequel, for numerical illustrations, \( \Omega \) is taken to be a unit disc. Its boundary is discretized by \( 2^{11} \) sensors. Each solution of elastic wave equation is computed over \( (x,t) \in [-L/2,L/2]^2 \times [0,T] \) with \( L = 4 \) and \( T = 2 \). The discretization steps are \( dt = T/2^{13} \) and \( dx = L/2^3 \).

Figure 4 presents the first experiment with Lamé parameters \( (\lambda,\mu) = (1,1) \) and attenuation coefficients \( (\eta_\lambda,\eta_\mu) = (0.0002,0.0002) \), which gives \( (\varepsilon_P,\varepsilon_S) = (0.0002,0.0002) \). The first (top) line corresponds to the two components of the initial source \( F \). The second line corresponds to the reconstruction of \( F \) without taking into account the attenuation.
Figure 4. (Colour online) Comparison between $\tilde{I}$ and $\tilde{I}_{a,\rho}$ in a viscoelastic medium. The parameters are $(\lambda, \mu) = (1, 1)$ and $(\eta_\lambda, \eta_\mu) = (0.0002, 0.0002)$. From top to bottom: initial source; second line: without correction of attenuation; last lines: with $\tilde{I}_{a,\rho}$ and $\rho = 15, 20, 25$. 
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Figure 5. (Colour online) Comparison between \( \hat{J} \) and \( \hat{J}_{a,\rho} \) in a viscoelastic medium. The parameters are \((\lambda, \mu) = (1, 1)\) and \((\eta_\lambda, \eta_\mu) = (0.00005, 0.00005)\). First line: initial source; second line: without correction of attenuation; last lines: with \( \hat{J}_{a,\rho} \) and \( \rho = 15, 20, 25 \).
Figure 6. (Colour online) Comparison between $\tilde{I}$ and $\tilde{I}_{a,\rho}$ in a viscoelastic medium. The parameters are $(\lambda, \mu) = (1, 1)$ and $(\eta_\lambda, \eta_\mu) = (0.00005, 0.00005)$. First line: initial source $F$; second line: reconstruction of $F$ using $\tilde{I}$; last three lines: reconstruction of $F$ using $\tilde{I}_{a,\rho}$ with $\rho = 25, 30, 35$. 
Time-reversal algorithms in viscoelastic media
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The imaging functional \( \tilde{I}(x) \) appears to be blurred due to coupling effects. The last three lines correspond to the reconstructions of \( F \) using the imaging functional \( \tilde{J}_{a,\rho} \) with different values of \( \rho \). We clearly observe a better reconstruction of the source \( F \) using \( \tilde{J}_{a,\rho} \) than using the functional \( \tilde{J} \) provided that the regularization parameter \( \rho \) is chosen appropriately large to insure a good resolution of the reconstruction.

Figures 5 and 6 present two other examples of reconstruction using \( \tilde{J}_{a,\rho} \). The same observation holds.

4 Conclusion

In this paper, we have introduced fundamental tools for elastic wave imaging in both elastic and viscoelastic media. We have presented and analysed time-reversal algorithms based on a weighted Helmholtz decomposition that have significantly better focusing properties. We have proved new Kirchhoff–Helmholtz identities. We have numerically highlighted the potential of our original approach. We plan to use the analytical and numerical tools introduced in this paper to develop cross-correlation techniques for imaging in cluttered elastic media.

Appendix A Proof of ((3.46)) and definition of attenuation operators

Let

\[
\mathcal{L}^S_{\eta_1,\eta_2} u = c^2_S \mathcal{E}_S [\Delta u - \nabla(\nabla \cdot u)] \quad \text{and} \quad \mathcal{L}^P_{\eta_1,\eta_2} u = c^2_P \mathcal{E}_P \nabla(\nabla \cdot u),
\]

(A 1)

where

\[
\mathcal{E}_S = \frac{\eta_\mu}{\mu} \quad \text{and} \quad \mathcal{E}_P = \frac{\eta_\lambda}{\lambda} + \frac{2\eta_\mu}{\lambda + 2\mu}.
\]

(A 2)

We have

\[
(\mathcal{L}^P_{\lambda,\mu} + i\omega \mathcal{L}^P_{\eta_1,\eta_2}) \mathcal{G}^a_{\pm a,\omega}(x, y) = \mathcal{H}^a_{(\pm \delta_y \mathcal{I})}(x), \quad \omega = P, S.
\]

(A 3)

Recall also that tensor \( \mathcal{G}^a_{\pm a,\omega} \) is the solution to (A 3). Moreover, from (A 1), we have

\[
\mathcal{L}^P_{\eta_1,\eta_2} \left[ \mathcal{G}^a_{\pm a,\omega} p \right] = \mathcal{E}_P \mathcal{L}^P_{\lambda,\mu} \left[ \mathcal{G}^a_{\pm a,\omega} p \right] \quad \forall p \in \mathbb{R}^d, \quad \omega = P, S.
\]

(A 4)

Therefore, by virtue of (A 3) and (A 4), we have for all \( x \neq y \)

\[
(1 + i\omega \mathcal{E}_x) \mathcal{L}^P_{\lambda,\mu} + \omega^2 \mathcal{I}) \mathcal{G}^a_{\pm a,\omega}(x, y) = \mathcal{H}^a_{(\pm \delta_y \mathcal{I})}(x),
\]

or equivalently,

\[
\left( \mathcal{L}^P_{\lambda,\mu} + \kappa_{\pm x}(\omega)^2 \right) \mathcal{G}^a_{\pm a,\omega}(x, y) = \frac{1}{1 + i\omega \mathcal{E}_x} \mathcal{H}^a_{(\pm \delta_y \mathcal{I})}(x) = \left[ \frac{\kappa_{\pm x}(\omega)}{\omega} \right]^2 \mathcal{H}^a_{(\pm \delta_y \mathcal{I})}(x),
\]

(A 5)

where

\[
\kappa_{\pm x}(\omega) = \frac{\omega}{\sqrt{1 + i\omega \mathcal{E}_x}}.
\]

(A 6)
Note also that $\hat{G}_\alpha^x$ satisfies, for all $x \neq y$,
\[
\left( \mathcal{L}_{\lambda,\mu}^x + \omega^2 \right) \hat{G}_\alpha^x(x, y) = \mathcal{H}^x\left[-\delta_y I\right](x), \quad \alpha = P, S,.
\]
Consequently,
\[
\left( \mathcal{L}_{\lambda,\mu}^x + \kappa_{\pm\varepsilon}(\omega) \right) \hat{G}_\alpha^x(x, y) = \mathcal{H}^x\left[-\delta_y I\right](x), \quad \alpha = P, S. \tag{A 7}
\]
Therefore, comparing (A 7) and (A 5) and using the argument of a unique solution subject to radiation conditions, we conclude that
\[
\hat{G}_{\pm\alpha,\omega}(x, y) = \left[\frac{\kappa_{\pm\varepsilon}(\omega)}{\omega}\right]^2 \hat{G}_{K_{\pm\varepsilon}(\omega)}^x(x, y), \quad \alpha = P, S. \tag{A 8}
\]
In particular, as $\hat{u}_{\alpha,\omega}^x$ and $\hat{u}_{\pm\alpha,\omega}^x$, respectively, satisfy
\[
(\omega^2 + \mathcal{L}_{\lambda,\mu}^x) \hat{u}_{\alpha,\omega}^x = i\omega \mathcal{H}^x[F] \quad \text{and} \quad (\kappa_{\varepsilon}(\omega)^2 + \mathcal{L}_{\lambda,\mu}^x) \hat{u}_{\pm\alpha,\omega}^x = i\frac{\kappa_{\varepsilon}(\omega)^2}{\omega} \mathcal{H}^x[F], \quad \alpha = P, S, \tag{A 9}
\]
we have
\[
\hat{u}_{\pm\alpha,\omega}^x(x) = \frac{K_{\varepsilon}(\omega)}{\omega} \hat{u}_{K_{\varepsilon}(\omega)}(x). \tag{A 10}
\]
Consequently, by using inverse Fourier transform, we arrive at
\[
u_{\alpha}^x = A_{\varepsilon} \left[ u_{\alpha}^x \right], \tag{A 11}
\]
where the attenuation operator $A_{\varepsilon}$, for $\varepsilon > 0$, is given by
\[
A_{\varepsilon} [\phi](t) = \frac{1}{2\pi} \int_\mathbb{R} \frac{\kappa_{\varepsilon}(\omega)}{\omega} \left\{ \int_\mathbb{R}^+ \phi(s) \exp\{i\kappa_{\varepsilon}(\omega)s\}ds \right\} \exp\{-i\omega t\}d\omega, \quad t > 0. \tag{A 12}
\]
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